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1. INTRODUCTION

This is the final report on a six month research and
development effort into Cost Estimation Methodology for Com-
mand, Control, Communications. and Intelligence (C3I) System
Software. The objective of the effort was to define and

specify an estimating concept which could be automated for use

in the Conceptual Phase of embedded software development. The

approach developed was to provide improved accuracy while

making maximum use of current estimation techniques and it was

to be both user friendly and interactive. ;j
During proposal preparation the software cost estima- --!
tion models listed in table 1-1 were reviewed, and it was f

concluded that the accuracy of each depended on an input .

estimate of the expected number of instructions. Within the
models, this estimate is then related to an average instruc-
tion productivity rate. In most cases, productivity rates
were developed by regressions that explained variances in

terms of factors related to programming environment, capabil-

ities of the software analysts and programmmers, requirements

Vg T s,

for interfacing with other programs, machine constraints, and .-

. .Y
.

- T

RS
<
-

documentation needs. Since the different models are regres-—

Y

¢

sions of different sets of data, their basic equations require

vy vy
’
0

@
A o

calibration to a given type of application and programming -

ind

environment.

The most recently developed model reviewed was the COCOMO oy

bl D i Yt Wl
[ a.'

@
B R

developed by Barry Boehm of TRW, Inc. and published in 1981 by -

a0 _a_a”
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1.0

2.0

S.0

3.0

Table 1-1.

NAVAL AIR DEVELOPMENT CENTER Model

F. Buck, et al."A Cost-By-Function
Model for Avionics Computer Systems™,
NADC-SD-7088.

March 1971

SDC Model

E.A. Nelson, T. Flaishman, “A System
for Collecting % Reporting Costs in
Computer Program Development”,
System Development Corporation,
TM=3411/000/00,

11 Aprail 1947

IBM Model

C.E. Walston, C.P. Felix, "A Method of
Pragramseing Measuresent and Estimation”,
IBM Systems Journal, Vol 16, No. i,

pp. S4-73,

1977

GRC Model

E.N. Dodson. et al., “Advanced Cost
Estimating and Synthesis Techniques
for Avionics®,

General Research Corporation,

Final Report CR~-2-441,

1973

TRW Models

R.W. Wolverton, "The Cost of Daveloping
Large Scale Software”,

TRW Inc., IEEE Transactions on Cosputer,
Vol C-23, Na. 6,

June 1974

(COCOMO Model)
B.W. Boehm, Sgftware Enginsecing

Econgmicy,
Prentice-Hall,

1991

TECOLOTE (TEC) Madel

B.C. Frederick, “A Provisional Model
for Estimating Computer Program
Development Costs”.

Tecolote Research Inc.. TM-?/Rev. 1,
December 1974

PUTNAM (GSM) Mogels

L.H. Putnam, A. Fitzsimmons, "Slim,
Software Life Cycle Management
Estimating Model®,

@sm Inc.,

1978

00TY/RADC Model

J.H, Herd, et al., "Software Cost
Estimation Study I % II. Guidelines
for Improved Software Cost Estimation”,
Doty Associates Inc.. RADC-TR-77-220,
February 1977

Software Cost Estimating Models

9.0 RCA Model

1t.0

12.0

13.0

14.0

15.0

16.0

17.0

F. Freiman, “PRICE § Saftware Cost
Estimating Model”,

RCA Price Systems.

1977

ESD Model

G.A. Bourdon. J.A. Duguette. “A Comput-
erized Model for Estimating Software
Life Cycle Costs (Madel Concept)”,
USAFv

April 1978

BOEING (BCS) Models

R.K.E. Black, et al., "BCS Software
Production Data*,

Bowming Computer Services,

March 1977

SAMSO (SAM) Model

D.L, Hansen, “Software CER
Feasibility Study“, P

HQ.. SAMSO. Cost Analysis Division,
December 1976

Phister Model

M. Phister, Jr., Data Progessing

Iscbnelogy and Ecopomics
Santa Monica Publishing &ononny &

Digital Prass,
December 1979

MITRE Model

W. Hahn and J. Stone, Jr.., “Software
Transéer Cost Estimation Technique",
MITRE, M70-43,

July 1970

Schneider Model

V. Schneider, "Prediction of Software
Effort and Project Duration --

Four New Formulas®,

SIGPLAN Notices, Vol 13, No. 6,

June 1978

JENSEN Model

R.W. Jensen. “An [moroved Macrolevel
Saoftware Development Resource
Estimation Modeli™,

Procedures of ISPA Conference,

April (962

(Alsa 1mplemented as the JS-1

asvstem from Computer Electronics Inc.)

DSARC Model

8.C. DwRoze. “Embedded Computer
Resources and the O0SARC Process --
A Guidebook",

Management Steering Committee,
Embeddead Computer Resources.

QsD. 1977

TN
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Prentice-Hall, Inc. in a book entitled Software Engineering
Eggggmigg.l It is based on a regression analysis of 63 data
points and an extensive review of the software estimating
methods developed to date. Because it incorporated this re-
view into its factors. the COCOMO model was used as baseline
for this study, and methods for programming and applying it as
a user friendly interactive computer program compatible with
the requirements and data available during the conceptual
phase were researched. Three basic software sizing methods
were reviewed to develop an approach compatible with COCOMO:
analogy, computer core memory, and subjective probability.
The available data to support the proposed approach was also
researched and the requirements for a compatible computer
program were developed.

This report presents the findings of the research and the
estimating concepts and computer program development recom-
mended.

Section 2 reports the research into methods of making the
COCOMO  model user—friendly. It reviews the basic models,
their inputs, outputs, and assumptions, and reviews an inter-
active computer adaptation of COCOMO by the WANG Software

-
Institute Graduate School (WICDMD)L.

Section 3 reports the sizing methodology research done.
It looks at analogous software sizing methods by the Aerospace
and Grumman Corporations and the default library analogous
estimating approach developed by the Navy "HARDMAN" pro-

z.,4,5

ject. It reviews Core Memory sizing developed by Doty

»
.
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E} Associates, subjective probability sizing wusing the SLIM
o
), -
»

. model, and it touches on the Software Science investigations
o 6,7.8,9,10
- by Halstead, Elstoff, and McCabe.

4
Sectiaon 4 reports research into software databases and R

current structures being used by the Air Force Electronic

Systems Division (ESD) to collect C3I data. Specifically re-

searched were the data stored in DACS (Data and Analysis Center

v
.

1‘-'

ST T T T, .
A . B
e T Tt

for Software) at RADC and the Aerospace Corporation database,
p-tential ESD project data, and the SARE (Software Acquisition :
11,12,13,14 e
Resource Expenditure) data collection methodology. Coe

Section S presents the concepts developed for a user-—

friendly software design/life cycle cost estimating system. It

@

uses the COCOMO model combined with sets of generic software

Dl e A e ot I e e o s g

life cycle cost baselines called up and modified from help

»
e
S
Tl
|
I

i

screens tied to estimating equations. It presents require-
ments for an interactive computer program to implement the
developed methodology, and identifies the logic and functional
modules to be programmed.

Section & presents the concepts developed for an

interactive software design/life cycle cost estimating system

that wuses the COCOMO model equations and libraries of generic

g: software CII baseline structures called-up and modified with

b: the use of help screens. :
= Section 7 presents the concept of "Sizing"” libraries and :ESJ
fé gives an example as to how existing programs could be analyzed ;i?
: to develop generic C3I1 software breakdowns and hierarachy of

" modules of instructions that could form the basis for computer ;

program sizing.
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2. MODEL RESEARCH R
2.1 Ccocomo e

The COnstructive COst MOdel (COCOMO) is a software devel- e

opment and maintenance effort estimating model that exists in
a hierarchy of three increasingly detailed regressions of a AR

database of 63 software-projects under TRW control. Froject :;}ﬂf

¢ data was grouped into development mode, application type, year

of development, type of computer used for development, and -

Loty
P . '

programming 1anguage. Regressions of delivered source in-
structions (DSI) against manmonths (MM) of development effort

were made: one against the total number of instructions versus

the mode of developmenti and the other, the number of instruc-

-

[‘ tions within a mode of development.
2.1.1 Basic Regressions o
Those initial data base reqgressions resulted in a set of fiﬁ;ﬂ

effort estimating equations called the basic COCOMO model.

Those equations are the following: PR

Mode Effort
1.05
Organic MM = 2.4(KDSI) P
1.12 .. @
Semidetached MM = I.0(KDSI) .
1.20 AT
Embedded MM = 3.6(KDSI) PR

They estimate the number of manmonths required to develop a
software program of a given size in terms of thousands of
delivered source instructions (KDSI). The three modes of

development identified in the equations are as follows:
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4 Organic Mode -—--— relatively small software teams in a T
b

highly familiar, in—-house environment, with extensive

! experience with related systems within the organization, P4.
?. and a thorough understanding of how the system under f?;
P; development will contribute to the organization®s objec-
B
Eii tives. Relatively relaxed about the way the software "i
FQ meets its. requirements and interface specifications. ';:
Eté Generally stable development environment, with very ﬁ;&
| little concurrent development of associated new hardware -.:
and operational procedures, minimal need for innovative ﬁf
data processing architecture or algorithms, relatively
low premium on early completion of the project, and no ;Aé
more than 50O KDSI of new software. _::
Embedded —-— relatively large software team operating ;;3
within tight constraints to develop a product required to —~;
operate within ({s embedded in) a strongly coupled com- :ﬂﬁ
plex of hardware, software, regulations, and operational t:;
procedures. A small team of analysts is used in the . Lé:
early stages, along with a very large team of programmers fi
to perform detail design, coding, and unit testing in
parallel. The project can be expected to expend more —_
effort in accommodating changes and fixes: and higher E
costs for verification and validation and configuration »:
management. i‘;
E Semidetached Mode —- an intermzdiate stage between the 'gé
& organic and embedded modes. Accordingly, it is a mixture )
:; of the organic and embedded mode characteristic in which j':
team members that have an intermediate level of experi- . :
6
° 9




ence with related systems, with a wide mixture of exper-—

ienced and inexperienced members that have experience

related to some aspects of the systems under development,

but not others. The product size ranges between S0 and . ;2
J00 KDSI. ,31;€
The basic COCOMO wmodel also had regressions against -—-#
development time. The results of those regressions are the =

following schedule equations:

Mode Schedule
0.38
Organic TRDEV = 2.5(MMM)
0.35
Semidetached TDEV = 2.5(MM)
Q.32
Embedded TDEV = 2.3 (MM)

The primary wvariable in these equations is the number of
»

manmonths estimated using the effort equations, and the calen-
dar months reguired to develop the software (TDEV). It as-
sumes the Rayleigh distribution function for the determination
of full-~time-equivalent software personnel (FSF) over the
development phase:

—(tl)/(th )

2 le

FSF = MM(t/td

The variable t represents the month for which the FSF level is fl2}}

being calculated, and the quantity, t , represents the month - g

D - c .
at which the project achieves its peak effort. .
2.1.1.1 Adaptation of Software T

The basic COCOMO Model estimates the development effort t“_i!

. A . -
. .« R N St e et et
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and schedule time for the adaptation of existing software in
terms of an eguivalent number of new delivered source instruc—
tions (EDSI), which is used in the place of DSI in the COCOMO
estimating relationships. The equations for calculating EDSI
involve an intermediate gquantity, the adaptation adjustment

factor (AAF).

EDSI = (ADSI) {AAF/100)

where. AAF = 0, 40(DM) + Q.30(CM) + Q. 3J0CIM)

and ADS1 = Adapted DSI
DM = Fercent design modified
CM = Percent code modified ;;E}
IM = Percent of integration required for T
modified software

»
The coefficients in the AAF were determined from the average m—

fractions of effort devoted to design, code, and integration-
and—test in the COCOMO data base.
2.1.1.2 Software Maintenance

CoCOMO uses an estimated Annual Change Traffic (ACT)
factor to estimate annual maintenance manhours (MM) for a

AM
software program. ACT 1is the fraction of the software’s

sowce instructions expected to undergo change during a typi-

cal year, either through addition or modification.

(MM) = (1,0) (ACT) (MM)
AM DEV
Another alternate factor for estimating overall 1life-cycle

maintenance manhours (MM) , from acceptance test through
™M




phaseout is the maintenance/development manhour ratio (M/D).

(MM) = (M/D) (MM)
] DEV

A third alternative is an estimate of the thousands of source
instructions maintained per full-time software person, and the

number of maintenance personnel (F5P) required to support a

™
given size development (KDSI) .
DEV
(MM) = 12(F5P)
AM M
where,
(FGP) = (KDSI)/(KDSI/FSF)
M ™

The coftware maintenance data in the COCOMO data base reflect
a range of cards per person (KDSI/FSP) from 3.2 to 132 with a
median of 25, a maintenance productivity (DSI/MM) from 36 to
1238 with a median of 164, and an Annual -Change Traffic (ACT)
from 0.01 to 0.4 with a median of 0.08.
2.1.1.3 Computer Time

COCOMO adds the cost of computer time used in development
of software and the cost of clerical personnel to the effort
cost estimates. Computer time is estimated from historical
characteristics of projects wherein computer hours per devel-
apment manmonth have been determined for maxi, midi, and mini
type computers. Small to median size timeshared developments
used 0.2 to 1.5 hours computer time per development manmonths;

large or batch application developments used 3 hours per

LY
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" p.'_h .-.
- l ~

the number of hours. 4

2.1.1.4 Clerical Effort o
Basic COCOMO estimates cover the cost of professional fl.:{
personnel and paraprofessionals such as program librarians,
but not clerical effort. Three to four percent of the basic
manpower estimate must be added to cover the clerical effort.
2.1.2 Intermediate Models
COCOMO regressions are further refined in an "intermedi-
ate" model to reflect added sets of cost Yriver attributes:
i o Froduct Attributes
. RELY Required Software Reliabiltiy

DATA Data BRase Size

CPLX Product Complexity

o Computer Attributes
TIME Execution Time Constraint
STOR Main Storage Constraint
VIRT Virtual Machine Volatility
TURN Computer Turnaround Time

o Fersonnel Attributes
ACAP Analyst Capability

AREXF Applications Experience

FCAF Programmer Capability
r VEXF Virtual Machine Experience

LEXF Frogramming Language Experience

10
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o Project Attributes
MODF Modern Programming Fractices
TOOL Use of Software Tools
SCED Required Development Schedule

The intermediate model equations are as follows:

Development Mode Nominal Effort Equation
1.05
Organic MM = J.2(kDSI)
NOM
1.12
Semidetached MM = J.0((KDSI)
NOM
1.20
Embedded MM = 2.8(KDSI)

NOM

The effort dultipliers related to the intermediate model are
abstracted in table 2-1. Except for SCED (Required Develop-
ment Schedule), RELY (Required Software Reliability), and MODFP
(Modern Frogramming Fractices) the effort multipliers can be
applied to the maintenance effort estimate as well as develop-

ment. SCED 1is only a factor during development, not main-—

tenance, and RELY and MODP have different multipliers for
maintenance effort estimating. The same computer time and

clerical effort relationships are used.
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Table 2-1. Software Development Effort Multipliers R

:;'_‘.._-.'

- - |

Cost Driver Nultiplier Range _#i‘jv.':._:

Product Attributes toe  Nominal High o

Required software reliability T3 1.00 1.40 DS

Data base size .00  L.16 S

Product cosplexity J0 1.00 1.465 -.-.Q

e
»
o

Cosputer Attributes

Execution tise constraint L0 1.6

Main storage comstraint 1.00 1.56 -

Virtual sachine volatility .00 1.30 ot
Cosputer turnaround tise 1.00 1.15
Persoanel Attributes -

Analyst capability 1.46 1.00 1 A

Applications experience 1.29 1.00 .82 -]
Prograsser capability 1.42 1.00 J0 ,

Virtaal sachine experience .2 1.00 -

Prograssing language experience t.14 1.00 - o

Project Attributes . .9

Use of sodern prograssing practices 1.24 1.00 .82 Y

Use of software tools 1.24 1.00 .83 . '._1

Required developaent schedule 1.3 1.00 1.10 A

2.1.3 Detailed Model S

\ |

The final codification of the COCOMO regressions was the '.";-_~1

.- .‘1

development of separate effort multipliers for each major -

devel opment phase. These multipliers are applied at a three -..':f'i :

level hierarchical decomposition of the software product whose ‘1

cost is to be estimated. The lowest level, the module level L

effort equations, is estimated by the intermediate model equa- :._‘ﬂ

tion cost drivers that vary at the lowest level. fhev are: ﬂ

the module’s complexity and adaptation from existing software,
programmers’ capability and experience with the language, and

the virtual machine on which the software is built. The
subsystem level effort is modified by the remainder of the
cost drivers (storage constraint, analysts capability, tools,

schedule, etc.) which tend to vary from subsystem to subsys-
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5 tem, but which tend to be the same for all the modules within
' a system.

Two work sheets are provided for input use, CLEF (Compo-
nent Level Estimating Form) and SHEF (Software Hierarchy Esti-
mating Form), found in the Prentice-Hall book.1 Table 2-2
summarizes the similarities and differences among the three

levels of the COCOMO hierarchy of models (Basic, Intermediate,

and Detailed).

1 S
Table 2-2. Summary of COCOMO Hierarchy of Models 1
- d
COConD Level . ) .1
Estisate Basic Intersediate Detailed ;
Developaent sode, KDSI sode, XDSI, sode, KDSI, B
effort MNDEV 13 cost drivers 15 cost drivers by phase : -
Developaent sode, MMDEV Sase as for Basic Same as for Basic i
schedule
Maintenance MMDEV, ACT) MMDEV, ACT, Same as for Intersediate e
effort 13 cost drivers and et
2 saintenance drivers : .
Product hierarchy Entire systes Systes/cosponents Systea/subsystea/module - -_17}
CLEF tar® and pro- SHEF fora and procedures R
cedures R,
2
Phase distribution sode, KOSI Same as for Basic sode, KDSI, . e
of etfort 1§ cost drivers by phase SRS
Phase distribu-~ sode, KOS Same as for Basic Basic schedule distribution
tion of schedule Detailed effort distribution o
Activity sode, KDSI Sase as for Basic Saese as for Basic _____,!
distribution .
Requiresents sode, KDSI Same as for Basic sode, KDSI, e
phase effart 13 cost drivers by phase :
percentage .
13 -
N q
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2.2 WICOMO
WICOMO (Wang Institute Cost Maodel) is the Wang Insti-
2
tute’s computerized implementation of the COCOMO modelb. It
was developed in the Winter 1982 Project I course at the Wang
Institute under the supervision of Dr. James F. Bouhana.

WICOMO 1is user friendly and alleviates much of the prob-
lem of having so many inputs needed to accomplish an estimate
by providing a default baseline and definition "help" screens.
It generalizes COCOMO’s system—-subsystem—module hierarchy such
that it can be extended to any number of levels. It also
generalizes the COCOMO cost driver attributes to any level of
the software hierarchy defined. Values specified at higher
levels become the default ;alues fPr lower level components.
Thus, an attribute which will be constant for the entire
system need be specified only once at the topmost level'of the
hierarchy, while attributes which vary at the lowest level can
be specified for each such component individually.

Cost attribute values are restricted to standard: rating
levels. Interpolation can be accomplished only by modifica-
tion of the effort multiplier tables. However, these, along
with all other numerical values associated with COCOMO, are
obtained from an external file. This allows easy calibration
to fit the experience of a specific organization. The inter-
active approach used is illustrated with the basic WICOMO
display which is shown in figure 2-1. It contains the funda-
mental elements of the COCOMD effort estimating relationships

and an identification of the level of software hierarchy being

estimated. The upper part of the screen is used to display the

14
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values of all attributes of the component. The lower part of
the screen is used for displaying results and help messages.
The bottom two lines are used for command input and error
messages respectively.

After the development mode and estimated number of deli-
vered source instructions are entered, an estimate of develop-
ment cost can be made. Unless an estimate for each attribute
is also entered., the development cost estimate made would be
with "nominal” defaults for each of the attributes. Any of
the attributes can be changed and there are "help"” screen to

aid in their estimation.

IIVEMrrent Component: Level: Cosponent of: <‘\W Hierarchy

RELY: DATA: CPLX:
TINE: STOR: VIRT: TURN: Attributes
ACAP: AEXP: PCAP: VEIP: LEXP:
nooP: TOOL: SCED:
PDCOST: DDCOST: CUTCOST: ITCOST: Estisates
psi: NODE:

Results

«o.Consand ‘help’ to find out what cossinds are available. .

Help Messages
Enter a cosaand Coasand [nput
? )

\\k A;‘/) Error Nessages

Figure 2-1. WICOMG Interactive Screen Format

WICOMO decomposes software systems into lower levels by
estimating source instruction counts at succeeding lower

levels. Cost driver attributes are inherited by each lower
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level and instruction counts are always summed to the higher
level. Changes are automatically propagated.

Thiree basic reports are available from WICOMQO: RESULTS,
SUMMARY, and SCHEDULE. The "summary" and "schedule" reports
are only developed at the system level. The "schedule" report
presents a month-by-month schedule of man month and dollar
expenditures.

3. SIZING RESEARCH

All computer program sizing is based on some type of
functional decomposition of requirements. Decomposition starts
early in a development and continues until each requirement is
decomposed to a level low enough to be allocated to hardware,
software, or a procedure. Dnce.requirements have been allo-
cated between hardware and software, software modules are
identified, named, and sized in source lines of code.

3.1 Analogous Sizing

In analogous sizing instruction countsfrom similar soft-
ware programs developed in the past are used to help in the
actual module sizing activity. Research was conducted into
methodologies for implementing analogous sizing in a user
friendly interactive computer program. Three activities were
investigated: the Aerospace K Corporation’®s Buidlines,
Grumman®s Software Cost Estimaéing Model , ‘and the Navy'’'s
Hardmaé Froject Life Cycle Cost Model.

3.1.1 Aerospace Method
The Aerospace method does analogous sizing methodology in

two basic steps. First, a software work breakdown structure

14
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= is developed, then instructions for the lowest level items in o
. the breakdown are estimated by engineering judgement. The 35;?7
lowest level of the breakdown is to the functional level. _,_¢q
Analogous data is grouped by ranges of instruction for differ-—
ent types of functions. Engineering judgements are made with ;E‘:}
respect to where, in the range of instructions, the program of i(fuﬂ
interest lies. Judgements are made based on three considera- :-;E:
. .
tions: g
AR
Complexity - Items to consider include regquired ac-— q
curacy or precision of the outputs, the amount of !
autonomy in the function, and the survivablity of the ]
- d
application. ) .‘l
_#Application - Consideration of the sameness of the ‘%
<
application of the software function compared with o
the applications in the database.
Extensiveness - The extensiveness of the require-
ments contained in the function to be estimated 1is

compared with thosé in the database (i.e., the number
of data links, the number of secure data lines, the
number and types of interfaces, etc..)

3.1.2 Grumman Method

The Grumman approach is similar to Aerospace’s except it
is done on the computer in a cost estimating model called
"SOFCOST". It is executed as an interactive computer program
in which the estimator is coached in deriving a software work
breakdown structure (SWBS) and estimating programs size by

judgements based on a stored database of historical SWBS size

data.
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The estimator, through an interactive terminal session,
describes the system requirements such that a SWES is estab-
lished and displaved. The highest software level of this
structure is the computer program configuration item. The next
level is the "category" of software and the lowest level is
the function within a category. For each of the functions
established in the desired work breakdown structure, a func-
tional size data base is searched. After viewing the dis-
played sizes the estimator compares this output with his
knowledge of the functional requirement being estimated. A
size judgement is then made and entered into the model. Fig-
ure 3-1, from the IEEE paper, shows an example of the type of

display of size information given.
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Figure 3J-1.

"SOFcosT"
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Search Display Example

TACTICAL PROGRAN SIZE DETERNINATION
RESULTS OF DATA SEARCH
DATA DESCRIPTOR: CONMUNICTH
Sz cone

VEHICL  WSN  FUNCTION  SUBFUNCTION (VRDS) WL A/C  NODL  WANUF
FIGAR  A-A  COMMNICTN DATA LINK CTL 187 20 FI4A CSOC TOY
ELCTRN  AEW  COMMINIETN D/L 4 IWOUT CTL 75 32 E2C L3O4F LITTN
ELCTAN  AEN  CONWUNICTN D/L 4 IN/OUT PROC 1100 32 E2C L3O4F LITTN
ELCTRN  AEW  CONMUNICTN D/L 4 AUTO ASSOC 180 32 E2C L3MF LITTN
ELCTRN  AEW  CONWNICTN D/L {1 INOUT INIT 180 32 E2C L3OAF LITIN
ELCTRN  AEW  COMMINICTN D/L 11 XNIT PROCESS 1200 32 EXC L304F LITIN
ELCTRN  AEW  CONMUNICTN D/L 11 RCVE PROCESS 2400 32 EXC L304F LITIN
ELCTRN  AEW  COMMUNICTN DATA LINK 4 1500 32 E2C L3MF LITIN
ELCTRN  AEN  COWUNICTN DATA LINK 11 4900 32 EL L30WF LITIN
SPLPUR  ASH  COMMNICTN NULL 9500 32 E20 18320 UNIVC
FIGNTR  A-A  COMMNICTN DATALIM 903 24 FL4A S400B COC
FIGATR  A-A  CONMUNICTH DATA LINK 955 24 FI4A SA00B COC
CARG0  CRG  COMWNICTN SECURE VOICECTL 20 16 YCI4 DAIS  WSTNG
CARG0  CRG  CONUNICTN UNF FRED & CHAN SEL 300 16 YCI4 DAIS  WSTNG
CARGD  CRG  COMONICTN VHF FRED & CHAN SEL 470 16 YCI4 DAIS  WSTNG
CARG0  CRG  COMWUNICTH HF FREQ 7 CHAN SEL 300 16 YCI4 DAIS  WSTNG

4 IS THERE ENDUGH INFORNATION TO MAKE SIZE JUDGEMENT?

2 THE ANGHER IS ‘YES' OR 'NO’

' YES'

[ ENTER SIIE JUDGENENT
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3.1.3 HARDMAN Model

The Navy®'s HARDMAN Froject Life Cycle Cost Model is not &
software cost or sizing model, but its spreadsheet and library
features are worth considering for analogous estimating adapt-
ation.

The estimating system consists of four linked programs
that combine to estimate life cycle cost of equipments, assem-—
blies, and subassemblies: an environment data set program. an
equipment design/cost model, a Weapon Removable Assembly (WRA)
design/cost maodel, and a Shop Removable Assembly {(SRA)
design/cost model. Each model is similar in structure. Each
allows manipulation of input data files that describe the
design of an equipment, assembly, oOr subassembly, and each
computes the life cycle cost of a proposed design at its as-
signed level. In each case when a data set is created, 1t
becomes part of a permanent data library stored on disk.
Equipments are designed by entering equipment-level parameters
and choosing from the library of stored WRAs. WRAs are de-
signed by entering WRA level parameters and choosing from the
library of stored SRAs. The SRA is the generic building
block.

The Environment Data Set program requires both environ-
mental and cost factors that are common to the three levels of
equipment and do not depend on the type of equipment, nor
equipment design. These data are common input to the other
models. Sets of these data can be stored in the data library

and designated for use with a given design.
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The Equipment Design/Cost program allows the creation of
a library of alternate equipment designs and the estimation of
the life cycle cost of each alternative. The WRA Design/Caost
program allows the creation of a library of alternate WRA
designs and the estimation of the life cycle cost of each
alternative. The SRA Design/Cost program allows the creation
of a library of SRA designs and the estimation of the life
cycle cost of each alternative. Figure 3-2 illustrates the
information displayed from the library for an equipment.

Similar displays are stored for WRAs and SRAs.

3
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.;~_' 000000000000000000000000000000500000000060000 T -_'-_'.
- SR
1 ST Sanay (90000 MAVETER Srmey . R
R S6edttsedee e 6 8000000 20000
& —
L LIFE CVLE COST @129 L 1073 (hes) I
- Confidence lovel .1 (D .
: IMTIA COSTS 1wy Maslabihity 9.7 () RN
Prosuction 13%0.0 MINTOWCT PERSIMEL TRAINED O
Tramee na.2 Statiea Total -
Ssares .3 Orsarizatiomsl 2 % - f.
Susrert and Test Canisment = Interaediate 2 e R
Dacumentatise %.0 "y 2 N AT
PERALION ¥¢ SPPOT COSTS 0.0 ISSORLY RPAIR MSTURES DA,
Conrensation 201.3 latersudiate Resare 0 2 IERS
Trainine 2.4 Devet Resarr (F) S 2 e
Soares 122.0 Discare ? ] pr
Resair x.8 -
Sevvert and Test Courrment 206.1 Ma, U tvves 4 i
Decumentation 1.2 Ne. S tyves 4 ]
WA COF JOURATION -~
0000004

Maber  Rerair Postere

RASAPLE 1 Deret Revanr
WRATEST! 1 Discard

MRATEST12 | Berot Remair
WRANOSRA 2 Intersedrate Rerasr
INPUT DATA

oteedtsese

1. Nean tioe Detween fa1lure (M) occocacccctccrcarccncoscccasscascoccess §0000
2. Unit o8t (8)icureauecrnncessaconsnasacannsescascosassoesconsscossranass Q0
3, Lot s1ze assecrated mith wnit Cost (iNtePer).cccccceceservrnaoncecsssoes 300
4, Rean tine to FePAIr (M) icassccsrcccnscnsnncsanrnocorsancensencescsonves 3
S Tratnins Neers €0 PemIIr (M )ecereceercccrncencescsaccacsesncscocnssaseee B0
6. Scheduled saintenance reauirenent (N /eat/uh) . oieeucececrccrosancesesasse o3
7. Fault 1selation susrert and test envisment (8/58at108)..cuccieccnceese. 1000
8. Conson WRA remyir STE Mardware 18/3)80)cecccecisccssasccessncsscnccanes 3000
9. Commct. SRA reraar STE lardmire (8/8180)ccecceracccrecsssccrcscacannanes 3000
10. Eeurmment resair STE Softwdre (B).iccieacncconsccrsensecserroscanccces SI000
11, WRA resair STE seftuare develeomment Cost (8).cuucecccrrcccoscccarscess 10000
12, SRA resair STE seftuwire develomment cost (Ble.ccccencccacacsoracecocss 0000 .
13. Eouirment descristion Gocuneatation aoes (P9) . ccrcraceaccnecccseccnesse 15 R
16, Resair ¢ocumentation Pases (PB)eceeecescccecrcassscsassacsosesssaccarese 200 RN
1S, Rerair saterials cost (B/remadrl.ccccccccscsscccccacassacecnvocsscsnseces 10 o

Figure 3-2. Equipment Library File
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3.2 Core
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ing based
size of
algorithm

obtained

Fhyesics Laboratory.
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Requirements Sizing
fissociates developed an algorithm for software siz-
on the number of functions to be programmed and the
the memory of the computer

being programmed. The

was developed by a multivariate regression of data
from a study by the John Hopkins University Applied

That algorithm i1s as follows:

0,33 0.147 Q.770
M = [(N )y (W Y/ (t ) le
F S C

Q.177 + K

where,

M = Memory size in thousands of words of object

) code f
;. N = Number of major functions to be performed N
a_ i by the software

W = Word size in bits
tS= Cycle time of processor in microseconds

; HC= A constant dependent on application
;5 where K eguals:

E 2.573 for signal processing
- 2.727 for missile fire control B
E 2.781 for interfacing -i;
1 3.412 for communication i:
9 3.365 for navigation —-'ﬁq
4 o
X 4.0446 for command and control '§£
f 4.451 for weapon fire control .,
g o
X S
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The variable, N , is defined as being functions such as
F
communications, target tracking. target identification, navi-

{.
(A
’&' .
t.
Mo

gation, system monitoring, display, steering, parameter meas-
urement, tuning, target data entry, timing sequence control,
etc.. W and t are defined by the CPU of the computer system

S c
planned to be used. By assuming that average core utilization

is approximately 80 percent, the Doty algorithm can be used

ii for estimating system size. In order to do this a HOL code to
object code and word size must be made. A summary of object
code/source instruction expansion ratios are given in
the Hoehm book.
3.3 PERT Sizing

The SLIM model uses what has come to be known as the PERT
sizing method for software sizing. According to a paper
presented by Dean, the SLIM model uses its EDITOR model to

7
determine this. 1t requests three inputs:

A, the smallest possible number of source statements
M, the most likely number of source statements
B, the largest possible number of source statements.

It then uses each of these inputs to get an expected number of

lines of code (E ) by using the formula
i

E = (A + 4M + B) /6
- i

’ i .
; T
.o et e
i,‘_‘ PPN DVl

It computes the standard deviation of each input by the

relationship:

4 c = (B - A)/& -
i Y
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The probability of a given number of lines of code is
estimated by adding and subtracting the required number of
standard deviations.
3.4 Software Science

In 1977 M. H. Halstead published a theory of software
complexity called "Software Science".8 That theory contained
a measure of computer program size in terms of program opera-—
tors and operands. Operatorese include arithmetic operators
(e.g., +, —-, *, /), logical operators (e.q., greater than,

equal to), and keywords (e.g., FORTRAN DO, COROL PERFORM), and

delimitors. Operands include constants and variables.

n = number of distinct operators in program
n1 = number of distinct operands in program
NL = total number of operators in program

N1 = total number of operands in program

The length of a program, is simply

The vocabulary, n, of a program is simply

Elshoff at General Motors Research Laboratories calculat-

ed estimated length, N as follows

N=mnlogn +n logn
1 21 2 272

In addition, Elshoff found that the estimated length, N , more

1
closely equated the actual length, N , for well-structured

- - * . . . e - ‘.“... -.‘.'.'v‘~‘.'.'.'...'.
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9
programs.

There have been studies that correlate N to the number of
source instructions required. They were not pursued during
this contract: however, as will be seen later, information on
operators and operards are available in the NASA/SEL database.

Along this same line, McCabe has suggested a graph-

theoretic complexity measure of computer program complexity
10

Clall At Jhut 10 Bk ek Sk 1 Aal g
-
.,

called the ‘"cyclomatic number'. For structured programs,

cyclomatic complexity can be calculated by simply counting the

number of compares:

cyclomatic complexity = compares + 1

Complestity evaluation is applied at the module level in a
program. It is used to control the size of a program and
hence its understandability from a maintenance standpoint.
4. DATA RESEARCH

A search was made of the type of data that would be
available for analogous software sizing and cost model verifi-
cation and validation. The search was made through the DACS,
the Data and Analysis Center for Software., operated by 11T
Research Institute under contract to RADC. As a result, an
analysis was made of the DACS Software Life-cycle Emperical
Database (S5LLED), the Areospace Corporation’s Database, and the
Electronics Systems Division programs on which machine data
was collected by Doty Associates in  their 1980 sizing

11,3,6
studies.
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4.1 RADC Data
The DACS has acquired seven sets of data from various
sources and maintains this data in the Software Life Cycle
Empirical Database. The seven sets of data are the following:
1) The DACS Productivity Dataset
t 2) The Reliability Dataset

3) The NASA/SEL Life Cycle Dataset

ey
o L e

4) The Verification & VYalidation (V&V) Dataset
) The ARF Error Dataset
&) The Raseline Software Dataset

7) The Operations and Maintenance (0O%&M) Dataset

, Several of these datasets should be useful to analogous
i- siz2ing.
4.1.1 DACS Productivity Dataset

This dataset consists of summary data on roughly 400
software projects and was compiled by Richard Nelson of RADC.

The data was collected from open literature and private

sources in industry and government and represents software
development projects dating from the early 1960%s through the
mid 1970°s. The software applications range from avionics and
space—-flight command and control functions and radar system
support, to off-the-shelf software packages, communications
software, and management information systems. Most of the
projects represent DOD or other government applications.

The dataset identifies eight parameters and several
derived factors for the different projects it contains;
however, not all parameters are available on each project.

The eight parameters identified are the following:
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1) Project Identification

2) Project Size

3) Project Effort

4) Froject Duration

S) Source Code Language

6) Errors .

7) Documentation

8) Implementation

Project size is the number of lines of source code.

Source lines are 80 character source records (assembly
language) provided as input to a language processor. Where

the size of the code has been given in computer words, an

arbitrary conversion to DSLOC was made dividing the computer
words by two for high order language DSLOC. Errors are the
number of formally recorded Software Problem Reports (SFR).

Documentation is delivered pages of documentation including

program listings, +flow charts, operating procedures, mainten-—
ance procedures, and other descriptive material. Implementa-—-
tion is the technigues, such as structured coding, top down
design and programming, chief programmer teams, code reviews
or incspections, and librarian or program support library.
The derived factors are the following:

1) Productivity (DSLOC/TMM)

2) Average Number of Fersonnel (TMM/TM)

%) Error Rate (ERRS/DSLOC)

4) Error Rate (temperal) (ERRS/TMM)

S) Documentation Rate (DGC/DSLOC)
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4.1.2 Reliability Dataset
This dataset consists of software failure data compiled

by John Musa of Eell Telephone Laboratories. The data was
collected throughout the mid 1970°s and represents projects of
& variety of applications including real time command and
control, word processing, commercial and military. For each
software failure in the dataset the following items are re-—
corded:

1) Froject Identification

2) Failure Number

3) Failure Interval

4) Day of Failure
4.1.3 NASA/SEL Dataset

The NASA Software Engineering Lq&oratory (S8EL) at Goddard

Space Flight Center collects extensive data on software devel-
oped by their Systemé Development Section. Frojects repre-—
sented in the dataset span the functions of attitude determin-
ation, attitude control, maneuver planning, orbit adjustment,
and dgeneral mission analysis support systems. The data 1is
stored in eleven files. These files are the following:

1) Encoding Dictionary File

2) Estimated Statistics File
3 Header File
4) Change Report File
S5) Component Status Report File
6) Component Summary File - part 1
7) Component Summary File - Part 2

8) Resource Summary File

1
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9) Run Analysis File

10) Component Information File ::;;

11) Growth History File. '7f€
The Encoding Dictionary file defines the code used in the :
other files. The Estimated Statistics file summarizes actual, : t;
not estimated, size, effort, and source environment data on a *”-
project. The Header file provides schedule dates for life .jtﬂ;
cycle milestones of the project.  The Change Report file _ .i
records effort and type of changes. The Component Status ~~;g

Report file records the hours spent each week during develop-
- ment on design, code, and test. The Component Summary file
summarizes, for each component of the program, complexity,

application, size, schedule, effort to develop, and lanquage.

The Resource Summary file réwords the consumption of resources
for a specified time period, including.manpower, computer, and
support services. The Run Analysis file records the abjec-
tives and results of each computer job submitted and whether
the run was interactive or batch. The Component Information
file provides information on software science metrics, and

instruction mix parameters. This information is obtained from

3 "Source Analyzer" programs. The Growth History file is a

. weekly accumulation of source lines written, modules, and

- changes.
o
0f particular interest in the NASA/SEL Dataset is the
sclassification of components as combinations of the following
; types of functional software:

30
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1) 1/0 Processing

2) Algorithmic

3) togic Control

4) System Related

5) Data/COMMON Blocks

&)  Other

and the following software moddle detail s

1) Number of Executable Statements
2) Number of Lines with Comments

3) Number of Comment Lines

4) Number of Unique Operators

p 5) Number of Unique Operands
6) Total Number of Operators

7) Total Number of Operands

M8 20 Sl ooy o
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8) Number of 1/0 Variables from Module
?) Number of Decisions (McCabe’s Measure)
10)  Number of FUNCTION Reterences
Number of /0 Statements

12) Number of Assignment Statements

13) Number of CALL Statements

14) Number of FORMAT Statements
4.1.4 Verification and Validation Dataset

This dataset contains data collected during the indepen—

dent verification and validation (V&V) of five software pro-

p—

jects. Although the specific projects are not identified an

v

overall classification is made as to whether or not a project

is C3I or not. HOLL and Assembly language lines of code are

given and the programming practices used identified. The
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primary purpose of the dataset is to record the type of errors
which can occur during V&V activities, not software sizing.
The general size of the projects reported are from 14,000 to
52,000 lines of code.
4.1.5 Operations & Maintenance Dataset
This dataset is data collected against the FAVE Fhased

Array Warning Systems (FAWS). The FAVE FAWS is an over-the-
horizon radar system in operation at Otis Air Force Rase and
Beale Air Force Base. The data collected is maintained in
seven files:

1) Maintenance Activity File

2) CFCG Description File

3) CPCG Status File

4) Segment Change History File

5) Change History File

6) Discrepancy Report History File

7) FPersannel Experience Frofile
The Computer Program Configuration Group (CPCG) Description
and Status files may be of use in sizing. The CPCG is a
subgroup of computer program configuration items. The CPCG
Description file contains data providing information on the
characteristics of the PAVE/PAWS software at the CFCG level,
including size 1in source lines and words of machine code,
environmental factors, and devélopment constraints. The CPCG
status file contains information on the size of the CFCG and
its revision identification, along with change information.

Much of the information in the file is compatible with the
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;; the COCOMO model requirements.
4.2 Aerospace Data ;;tﬂ
The Aerospace Corporation developed a software sizing ;:ii;
data base in 1983.d The data base contains data concerning ' fj
software size versus software function at the subsystem and j
component level. They are directly used in analogous sizing. ~i
Some of the data in the data base is at the CFCI level, some ;J
at the CPC level, and still others at the module level. The E
data in.cludes information on the software function, the size ) .:J
1

in lines of code, the system, the type of application, the

development status, the language in which the software was

written, the complexity of the technical requirements of that
function, the computer on which the software was hosted, and
EEE word size of that computer.

A five level software work breakdown structure is used to
correlate functions to applications, to environments, to plat-
forms, to system. An example of the software work breakdown

structure 1is shown in figure 4-1, The application level 1is

equivalent to a CFCI, the function level is equivalent to a
CFC or a module.

The data base contains ranges for certain software func-—

LN et

tions. These ranges were based on engineering judgement as to

e

what constituted a similar function and what requirements were

R
L
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i
ey
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1
N

“ included. Typical standard software functions isolated in the --
E data base are the following:

t. Attitude determination and control

' Automatic gain control -

L4

Attitude maneuver
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Antenna pointing

Command generation

Command guidance system

Commanding

Command and control (C2)

Command., control and communications (C3)
Diagnostics

Data base routine

Data reduction

Display management

‘; -
& Etc.
A
?\
b Project Nase SYSTEN
4 Flight Ground PLATFORM
-
“]5' Avionics Unmanned Manned Naval Fixed Mobile Resote ENVIRONMENT
F' N Space  Space
b
;ﬁf; Spacecraft Payload Support Mission  Data  Cossand & Control  APPLICATITW
b Planning Reduction
@
a
} Attitude Antenns Utilities Housekeeping Telemetry  Attitude  FUNCTION
F. Manuever Printing Processing Detersination
o
:ﬁ Figure 4-1. Software Work Brealkdown Structure for Aaerospace Data
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;é 4.3 ESD Project Data
™

{j 4.3.1 Projects

The addendum to the ESD "Handboaok of FProcedure for Esti-
mating Computer System Sizing and Timing Farameters" contains
the types of data that can be used in the development of
computer system analogies for for CII core memory sizing.6 It
contains a 1listing of typical ESD C3 major projects, and
associated listing of generalized computer equipment specifi-
cations for some ESD systems. Typical of the sample projects
identified are the following:

0 Air Force Satellite Communications System 1205

o Air Force World Wide Military Command and Control
System

o Cobra Dane 63ZA

o Combat Grande

o Combat Theater Communications 4787

o CONUS Over—-the—-Horizon Backscatter Radar 4140

o E-ZA Airborne Warning and Control System (AWACS) 4110

o E-4 Airborne Command Fost 481ER Eg

o Joint Surveillance System 2&8H . }j

L

o Joint Tactical Information Distribution System &34H “%

[ ¢ NORAD Chevene Mountain Complex Improvements 427M :Zi
o PAVE FAWS 2054 ‘

20 © SAC Digital Information Network (SACDIN) 11367 'i;A%
?- o Tactical Air Control System Improvements (TACSI) 4856 iﬁ?
Typical of the computer equipment specifications identi- v

fied are the following: ' %
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o Control Data Corporation (CDC) Cyber 74 Ai&:
o Control Data Corporation (CDC) Cvyber 174-12 :fif
o Control Data Corporation (CDC) System 17 S

o Control Data Corporation (CDC) AN/UYK-25 MF&0
o Data General NOVA B840
o Data General NOVA 1220

o Digital Equipment Corporation (DEC) FDF 11/0Q5

o Digital Equipment Corporation (DEC) FDF 11/10 [and
11/40] Vii
o Honeywell H-716 ‘
D_ Honeywell H-6050 and 6060 |
o Honeywell H-6080 ~;;i
o IBM 370/135 B
o Intel 80
o Raytheon RDS-500 ' 7
‘ o Rolm 1603 .

o Terxas Instruments TI-980A

o  UNIVAC AN/UYEK-7

o UNIVAC AN/UYE-20 (V-14600)
o UNIVAC AN/UYEK-1108

o  UNIVAC AN/UYKE-1110

0 UNIVAC AN/UYK-1616

The report identifies the primary functions and characteris—

tics for each computer used by each system. For example, it
provides detailed information on the following computer

characteristics:

36
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Data Format

Main Storage

Central FProcessor

Input/0Output Control

Peripheral Equipment
4.3.2 SARE Data Collection Methodology

The GSoftware Acquisisiton Resource Expenditure (SARE)
data collection methodology is being developed by the MITRE
Corporation under the direction Sf the Electronics Systems
Division (ESD) of the Air Force.lﬂ It will be used by ESD to
collect cost (dollars and hours) and schedule data on software
developments and correlating technical characteristics. It
establishes software-related Work Breakdown Structure elements
for consistent cost data collection across programs, and it
provides a data item descriptiaon (DID) for software cost data
collection that can be referenced in the contract data re-
quirements list {(CDRL) of the contract.

A draft military standard provides definitions for prime

mission software decomposition:

"Erime mission software (software sytem). The aggregate
of all computer programs and databases that operate as part of
the defense system. This includes applications software
developed specifically to provide a prime mission function of
the defense systems and support software, such as off-the-

shelf operating systems, data base management systems, on-line

diagnostics, etc., which execute in the target computer (s)

during any mode of system cperation....The prime mission soft-
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ware may be partitioned directly into computer program config- <.

twration items or it may be partitioned into software subsys-—-
tems which are in turn partitioned into computer program
configuratin items...
Software subsystem. A subdivision of the software system
which operates as an integral whole and provides a major
function of the system. A software subsystem is comprised of
two or more computer program configuration items...
Computer program configuration item (CFCI). An aggregation of
software, or any of its discrete portions which satisfies an
end use function and has been designated by the government for
configuration management...
Computer program component (CFC). A functionally or logically
distinct part of a CFCI distinguished for convenience 1in
designing and specifying a complex CPCI as an assembly of
15

subordinate elements...’

FReguirements for extended CPCI contract work breakdown
structure elements were given in the draft MIL-STD. Figure
4-2 illustrates the specified breakdown of a CFCI.

The draft MIL-STD is used in conjunction with the draft
DID. The draft DID references the FRoehm book Software Enqgi-

neering Economics, and the "NASA/SEL Data Collection Forms".
This makes the proposed data collection compatible with the
COCOMO model. There are Froject Summary and CPCI Summary

Forme provided with the DID. The Project Summary is six pages
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Figure 4-2. CPCI Work Breakdown Structure Elements

and encompasses the following eleven areas:

o

o

‘"FProject Description

Resources

Total System Size

Difficulty

Technigques Emploved

Formalisms Used

Automated Tools Used

Software Standards

Froject Schedule

System—level Software—-Related Documentation

Corporate Experience

-~
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The CPCI Summary form is shown in figure 4-3. It is direct-

ly compatible with the input requirements of the COCOMO model

and many instructions for completing the form are directly
from the Boehm boock. A key input to the form is a breakout of

all the software functions performed by each CFCI.

CPCI SUMURY
moJecy DATE

crct CONFICURATION NO.

L. DESCRIPTION

1.1 saIer DESCRIPTION O

1.2 CICI FUNCTIONS - LIST ALL FUNCTIONS FRON T/OLE | THAY ARE PERFORNED SY THE CPCI:

TYee cATICORY woex FoRCTION o J

foruma; i __

1.3 DEVELOPNENT COMPUTER(S)

1.4 TARGEY COMPUTER(S)

1.5 (S THE TARGET CONPUTER SEZING DEVELOPED COWCURREWTLY VITE TEE CPCIL?

1.6 VIRTCAL MACHINE VOLATILITY (CMECK TR APPROPRIATK LIVRL):

A. oW
8. NOWINAL
C. MIcY

0. VIRY HICH

2. aesoueces

- ASuSeaif ITFeS FROM SIMIIAR PROIFCYS.

; PROJECT/COMPONENT ¢ DS1 S SESICE MOD. 2 CODE MOD. S INTEGR'N REQ'D
Fo. 4 2 2
- - 4 H .
T : s .

. 3 2 0y
b

v b3 b 3 <
3
. @
- 14

- Figure 4-3. CPCI Summary Form
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3.

3.
3.2
3.3
3.6

3.3

SIZE

OZLIVERASLE SOURCE INSTRUCTIONS EXCLUDING SOURCE CODE SOCUMENTATION:

LINES OF SOURCE CODL OOCUMENTATION: Lings

DELIVERASLE MACMINE INSTRUCTIONS: {NSTRUCTIONS

NOM-DELIVERASLE SUPPORT SOFVARK:

DATABASE SIZE:

rTEs

3.6 SIZE BREAKDOWN 8Y LANGUAGE (TOTAL = 100D):

INSTRUCTIONS

LANGUAGE

ASSEMBLY
CosOL
JoviaL
ADA

OTHER:

§

OTHER:

.

LI

(7]

3.7

3.8

3.9

e.

4.1

SIZZ BREAKDOWN BY OPEAATION (TOTAL = 100%):

_A. DATA STORAGE AND RETRIEVAL

8. ONLINE COMMUNLICATIONS

C. REAL-TINE COMMAND AND CONTROL

D. INTERACTIVE OPERATIONS
E. MATUEMATICAL QPERATIONS
F. STRING RANIPULATION

G. OPIRATING SYSTENS
SUMBER OF MODULLS:

L

SIZE OF MODULES: SMALLEST

SPECIFICATIONS

-4
-

AVERAGE

FORM OF SPECIFICATION: (CMECK ALL THAT ARE USED AND GIVE THE LEVEL)

—————

cre_ome (seeciro)

A, FUNCTLONAL

8. PROCEDURAL

C. ENCLISH

D. OTHER:

HERN:

Figure 4-3.

CFC!1 Summary Form (cont.)
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- 4.1 PRECISION OF SPECIFICATION: ot

> A. VERY mEcisE 5. meEcise c. Dowscise .
. 5. INTERFACES S
-1

5.1 NUMBER OF COMPONENTS CALLED: Kangs :

- 5.2 NUMBER CALLING THLIS CICI: WANES :

"
.

Ty7rY

5.1 NUMSER OF DIFFERENT 1/0 FORMAYS: [NPUT oUTrUY

6. ODLIFFICULTY

6.1 PERCENT UTILIZATION: < 302 512 TQ 70T 712 To 85 862 TO 932 > 95%

A.  NAIN STORAGE CT

8. PERIPHSAAL STORAGE

C. EXECUTION TIME

—— — —
— — c— c— —
— — —

6.2 SECURITY: DOEZS A 00D SECURLITY CLASSIFICATION APPLY TO THE CICI OR ANY OF ITS INPUTS/OUTPUTS?

———

6.3 PROTECTION: IS TME CPCI REQUIAED TO SATISFY ANY PRIVACY OR PROTECTION REQUIREMENTS?

6.4 MULTIPLE SI1TEZ CONFIGURATION:

A. WMBER OF DISTINCT SITES

8. MUMBER OF DISTICT CORFICURATIONS

6.5 REQUIRED CPCI RELIASLLITY (CNECK APPROPRIATE LIVEL):

A. VERY LOw

5. low
C. NOMINAL

D. HIGH

NN

E. VERY HICH
6.6 COMPLEXITY (CHECK THE APPROPRAIATE LEVEL):

A. VERY LOW

3. lov

C. NOMINAL

D. HICH

NN

E. VERY HICH

14
® Figure 4-3. CPCI Summary Form (cont.)
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1.

1.1

1.2

COMPUTER ACCESS

PERCENTAGE OF SOURCE INSTRUCTIONS DEVELOPED USING EZACR OF TNE POLLOVWING (TOTAL ~ 100%):

A. BATCH

8. DEDICATED PROCESSOR

C. TEST JED WITR NICN PRIORITY
D. TEST BED WITH LOW PRIORITY
€. INTERACTIVER

COMPUTER TURMAROUND TIME:

A. LoV (INTERACTIVE)

. NOMINAL ( < 4 ums)

C. MIGH (4 TO 12 umS)

D. VERY HICE ( > 12 uBS)

CrCct MILESTONES

1] 'H'

MILESTONES

OATE

B
o

T

&
-
&

-

NUMSER

A. DESIGN START
8. PRELININARY DESICN REVIEW (PDR) - FIRST
C. PDR - FINMAL

— .
D. DEVELOPMENT SPECIFICATION APPROVAL
L. EIL-ZI-CH. DESIGH REVIEV-(CDR) - FIRST .
¥. CDR -~ FINAL
G. CODIWG & DEAUG - START
K. CODING & DESUG ~ CONPLETION
1. [INFORMAL TEST AND INTECRATION - START
J. INFORMAL TEST AND INTEGRATION - COMPLETION
K. PRELININARY QUALIFICATION TEST (2QT) - FIRST
L. PQT - FINAL
M. FORMAL QUALIFICATION TEST (FQT) - FIRST
N. FQT - FINAL
0. PRODUCT SPECIFICATION APPROVAL
?., FUNCTIONAL CONFIGURATION AUDIT (FCA)

Q. PHYSICAL CONFIGURATION AUDIT (PCA)

T

L

Figure 4-3.

CpPC1

Summary Form (cont.) - -
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9. DOCUMENTATION .
{une DELIVERY DATE ) pAGES T'D_ACT'L R

A. CPCl DEVELOPWMENT SPECIFICATION
8. CPCI PRODUCT SPECIFICATION

C. TEST PLAM

0. TEST PROCEDURES

E. TEST REPORT

F. USER'S MANUAL

C. OTMER:

#. OTMER:

1. OTMER:

J. OTMEA:

10. rzasonn

10.] AVIRAGE EXPERIENCE OF PERSONNEL

< & HOS 4M8 O 1R | T03 WS 306 RS > 6 fEaxs
A. APPLICATION AREA —_— I _ —_— —_—
3. TECUNIQUES TO SE USED —_— —_ —_ —_— —
C. LANGUAGES TO 88 USED —_ —_— —_ _ —_—
D. VIRTUAL MACMINE —_ —_— — P —_—
£. SUPPORT SOFTVARE/TOOLS I —_ —_— —_— ——

10.2 AVERAGE QUALITY OF TNE CPCI DRVELOPMENT PERSOWNEL (PERCENTILES):

<153 16 - 35T 36 - 352 56 - 75T 7e - 903 > 90
A.  ANALYSTS/DESICNEMS —_— — — —_— —_— I
8. PROCRANMERS —_— —_— — I —_— —_—
c. rtsTEAS —_— —_— — —_— R— _
0. OVERALL —_— — —_ —_— J— N

10.3 EXPERIENCE VITH MODEAN PROGRAMAING PRACTICES:
A. vERY LOM —
[TRT] —_
C. NOMINAL —_—
0. HIGH —_—
E. VERY MIGH -
14

Figure 4-3. CPCI

Summary Form (cont.)
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.
% 10.4 PERSOMNEL EVALUATION IS SASED ON:
g A. CORPORATE AVERAGES
3. SPECIFIC TEAN HDMAEMS
C. OTMER:
L. SOFTVASE CUANGES
INGINEERING CHANGE PHOPOSALS /W TROUSLE REPORTS
PRASE ¢ SUBNITTED ¢ APPROVED _ EST. COST OPENED CLOSED
A. PRELININARY DESICN s
(CONTRACT AWARD TO PDR)
5. DETAILZD DESICH s
(PDR TO CDR)
-
C. CODE & DEBUG s
(CDR TO TA1 START) 1
0. TEST & INTEGRATION s
(Tl START TO FQD) 4
E. SYSTEN-TEST/IOC s - y
‘ (FQT To CONTRACT EWD) = |
ToTALS s - j
: 9
-
= 1
3
Al
Sy
T “
PREPARED BY DATE
APPROVED BY DATE
REPORTING MILESTONE
14
Figure 4-3. CPCI Summary Form (cont.) : |
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2 A table of generic operational and support functions L
. . K
- provided for uniformity of data classification. That table is R
b . .’
: 18 e
: shown in Table 4-1. : .‘
Table 4-1. Software Functions RS
) -
Type Catsgory Index Function . Q
Operations! |  Displays 11 | Avionies -
{ 1.2 Command, Controf, & Communications ey
[ 1.3 | Other Y
{ Avionics 2.1 Mission Planning s —i
' 22 Navigation - !
3 2.3 | Aircratt Sreering & Fiight Control @
24 Sighting, Designation & Location Determination 1
25 Wespon Delivery
26 Eiectronic Countermeasures
7 Other
b
P . Command, 1 Network Monitoring O
S o Control, & 3.2 | Network Control & Switching T ®
Communication 3 Semsor Cantrol -
34 Signal Processing 3 s :
35 Meszage Processing oy
2.8 | Message Distribution 4
37 | Message Logging & Retrieval -
38 Data Reduction )
39 Other -
Executive 4.1 Computer Resourcs Management .1
42 Computer Operator Interface .
4.3 | Other Terminal Operator Intertace B
44 Soecigl Device interface <
45 Other Ingut or Output 1
46 Error Handling/Recontiguration/Recovery ]
4.7 Muiticomputer Contiguration Control -
48 Performance Monitoring & Data Collection Q
L 49 | Other T
F Data Base 5.1 On-Line Data Base Retrievai & Output -
q 5.2 On-Line Data Base Initialization & Updating
[ - 53 Other _1
g ® Training 6.1 Control of Exercise Sequencing R
F- 6.2 | Operstor Performance Data Collection .1
o 6.3 Other 4
.4
1 On-Line 71 System Readiness Test g ]
[ Equipment 7.2 | Computer Diagnosuc O
5 Diagnostic 73 Memory Diagnostic -
o . 74 Display Qisgnostic A
® 7.5 | Switch/Indicator Panel Diagnostic R,
N 7.6 1/0 Diagnostic .4
b 7.7 | Mode Diagnostic 2
i. 78 Other
E .
S
3
o
! °
<9
3 ‘
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Table 4-1. Software Functions (cont.)

:‘ Type Category index Function
y
d Support Operating 8.1 Computer Resourcs Management
: - System 82 Computer Operator Interface
8.3 Terminal Operator interface
84 Input or Output
85 Error Handling/Reconfiguration/Recovery
8.6 Performance Monitoning & Data Coilection
= 87 Other
t' Equipment 9.1 Ott-Line Computer Diagnostics
- Maintenance 9.2 Other -
t-’ Software 10.1 Higher-Order Language Compiler - 4
h Develiopment 102 Assembier . E
r 103 Debugger [/
r‘ 104 Loader or Editor K
10.5 Other 1
b 4
Oft-Line 1ma Data Base Definition
Data Base 1.2 Data Base Initialization or Updsting
Manasgament 1.3 Oata Bass Retrievai & Output Formatting :
114 Data 8aye Restructuring . <
g 115 | Off-Line Data Base -~ ..
] 1.6 | Other R
- Oesign 121 Data Base Design -4
- 122 Oata Base Processor Design ’ k
123 Performance Simulation 1
124 Dats Reduction . P
125 Data Anslvsis - °
128 Other .
R
Test 131 Test Case Generation L
Software 122 Test Case Oata Recording . S
133 | Test Dats Reduction PN
134 Test Analysis T SR
135 Other Y
Utilities 14.1 Media Conversions oo .4
14.2 Format Transiation o
14.3 Sort/Merge '
144 Program Library Maintenance k
145 | Other . S
Off-Line 18.1 Data Reduction ST
15.3 | Scenario Preparstion o
15.4 Other
Project 16.1 | Project Event Status Accounting
Management 18.2 | Schedule Maintenance/Projection 7
16.3 Financial Accounting 3
16.4 | Software Cost Reporting 4
165 | Hardwaere Cost Reporting p
18.86 | Software Cost Prediction [
18.7 | Hardware Cost Prediction !
168 | Other
Mardware 171 Interfacing Hardware Simuiations
Subeystemn 17.2 | Enviconmental Simulations
Simulations 17.3 Operstor Action Simuiations
17.4 | Other :
e
- =
47
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S. CONCEPT DEVELOPMENT

From each area researched selected features were inte-—
grated into a concept for an interactive software cost estima-

ting model compatible with the amount of information available

at the conceptual phase of the life cycle. Figure S-1 illus—

trates the features selected.
5.1 Selected Features

The heart of the concept is the COCOMO software cost
estimating equations. These equations are input by analogous
judgments made from reviews of stored libraries of baseline
C3I system software. The database structure used is a combin-—
ation of the data structures used by the SARE breakdown devel-
oped by MITRE and the formats of the DACS center. The WICOMO
"help" screen approach is the bases for parameter inputting,
and the Navy HARDMAN concept of default libraries will be th-
basis for sizing analogies and COQCOMO calibration. Finally,

there will be compatibility with the NASA/SEL dataset generic

SOFCOST SARE
Analogous --~= Breakdown
Database {-——!
Concept |
! -— DALS Data
NICong cocono NASA/SEL
Help <==---—) Cost Estimating (-—-- Nodule
Screens Equations Functions
:' :
HARDMAN Software
Dataset Science &
Library NcCabe Metric
Approach

Figure 5-1. Concepts Selected
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module structure and the metrics of software science and
cyclomatics.
5.2 Dataset Formats

Software design trade—off data set formats were formu-—
lated along the basis of those used for hardware in the Hard-

ware models. These are the sets of data that are compatible
with &a cost estimate made using the COCOMO model. Thiree
levels of software breakdown were formulated: modules, CFCs,

and CFCIs. A module is defined to be compatible with the SARE

as a discrete part of a computer program configuration item
{CFCI) with an identifiable function and which can be indivi-
dually compiled or assembled.

Modules are grouped into six generic classes to cserve as

building blocks of software code from which CFCs and CFCIs can

>

be designed. These six classes are compatible with those

identified by the MNASA Software Engineering Laboratory:

1) System Related

2) Input /Dutput Processing

3) Algorithmic

4) Logic Control

5) Data/COMMON Block

6) Other

A generic "system related” module is defined as a logical

block of code used for operating systems, executive programs,
arnd task management programs. "Input/0utput Frocessing”" mod-
ules are logical blocks of code related to activities external
to the computation system.

"Algorithmic" modules are logical

blocks of code used for calculations of formulas, equations,

49
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E: trigonometry, and data manipulation in general. "Logic Con- . fﬁf?
.?' trol” modules are logical blocks of code uwsed for making -f;él
decisioﬁs based on previously stored/manipul ated data. ;i%:
"Data/COMMON Rlock" modules are blocks of instructions related =

to those constants, either volatile or nonvolatile, which are
set by the programmer. Figure 5-2 shows the structure of the ;7“i
:” Module level dataset format. ;ﬁ
I A computer program component (CFC) is & grouping of Eﬁﬁzf
?l software modules into logically distinct parts of a CFCI ~ ‘;
: distinguicshed for convenience in design and specification. i
: Figure 5-3 shows the structure of the CFC level dataset format. j
Figure 5-4 shows the structure of the CFCI level report. 1‘
A CPCI 1is an aggregation of sqftware computer program %}.w
components which satisfies an end use function and®has been ‘ E; .
designated for configuration management. j_;é
Figures S5-2, S-3, and S-4 are the input and ocutput infor- 23;3
SRS
mation that will be programmed to appear on the display soft- ‘?t:?
ware cost estimating workstation terminal and be printed out X :i
in hardcopy. The acronyms in bold print define the input data f}i?
"help" screens that will be programmed and called by typing ;;;?
that acronym. Any input will be changable and the resulting L%;é
changes will automatically be made in the associated software :fﬂf
life cycle cost estimate. 'iﬂ
R
The output of the estimate is a software life cycle cost ) J

and ite associated estimating parameters. BSoftware life cycle

j‘ costs are defined as consisting of Development, Implementation,

and Maintenance costs. The elements of development cost are

QA AP P SO SR A RO,




Flans and Requirement costs, Product Design costs, Frogramming
costs, Integration and Test cost, and the cost of computer
time used in program development .and test. Implementation
costs are the costs of computer program installation and
operator training. Maintenance costs are the costs of compu-—
ter prodram update and repair {debugging) . The parameter
summary gives the basis for the life cycle cost estimate
resulting from using the inputs in the COCOMO model equations.
KEDSI is thousands of "equivalent" delivered sowce instruc-—
tions. Development MM are the total person months required
for development. annual Maintenance MM are the total person
monthe required annually for computer praogram maintenance.
The Nominal Development and Implementation times are the cal-
endar months required for those functions. At the CFC level
the modules in the CPC are tabulated along with their KEDSI

and development and annual maintenance person months. Similar-

ly at the CPCI level the CFC within a CFCI are tabulated.
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Software Module
e L 2 2 2 2 2 2 = 2 R g B T e R R R I 2 I e T T TR T R TR R R

Function:

COST SUMMARY ¢ YR $000) PARAMETER SUMMARY

T S L S 2 T T R R A e 336 3 B I 306 36 0 2 3 3 36 O 2 3 3 3 I e 3 I 36 I A U B 36 I e
LIFE CyCLE coasT ______ kepsr
Development M
DEVELOFPMENT COST  ______ Computer Time ______
Annual Maintenance MM e
Plans and Requirement______ Nominal Development Time = ______ M
Product Design  ______ Nominal Implementation Time ______ ™M
Programming  ______ tength of Operating Life = ______ YR
Integration and Test ______
Computer Time - ______
IMPLEMENTATION COSTS  ______ MAINTENANCE COSTS @ ______
Installatiom = ______ Update  ______
Training ______ Repair  ______
INPUT DATA <~
E T 22 S
1 DEVC Development Computer Type (MAXI,MIDI,MINI.MICR). . . ______
2 MODE Software Development Mode (ORGN,SEMI.EMED) . . . .-. ______
3 KDSI Thousands of Delivered Source Instructions{decimal). ______
4 ADPT Percent KDSI Adapted (integer) . . . « « . . .+ « « « ______
S CPI Conversion Flanning Increment (integer). . . . . « . ______
& DM FPercent Design Modified (integer). . . .« .+ « & o « = ______
7 CM Percent Code Modified (integer). . . . . . &« & & « o ______
8 ImM Fercent Inteqration Required for Mod. (integer). . . ____
9 COMP Computer hrs/mm of Development (decimal) . . . . . .

10 CPLX Module Complexity (decimal). . . . . . « & & o & o o ____
11 RELY FRegquired Module Reliability (decimal). . . . . . . « ______
12 PCAP Programmer Capability (decimal). . . . . « & o« & o o ______
13 VEXP Virtual Machine Experience (decimal) . . . . . . . « ______
14 LEXP Programming Language Experience (decimal). . . . . . ______
15 AEXP Applications Experience (decimal). « « « & « o « &« o  ______
16 INST Installation Complexity (decimal). . . . . . . . . o« ______
17 TRAIN Training Complexity (decimal). . « « « o o &« o « =« &« ______
18 ACT Annual Change Traffic (decimal). . . . . . . .« & « « ______

Figure S-2 Computer Program Module Dataset
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36 36 3 3 J 3 3 3 A W W T I 36 W I e I W 6B W I IE I I W I I I I e I e I I T I W I I I I I I I W6 I 6

Function:

COST SUMMARY <« YR $000)
636330 3 3 T 66303 F I H I I T e T 30 I I K N

FPARAMETER SUMMARY
2696 9646996 363696 9696 H I 36 H6 9696 96 96 I 96 36 6963646 I HE I I K

MODULE Q@TY KEDSI MM MM
DEV AM

LIFE CYCLE CcosT ______

System. ___  _ _ __ o e
DEVELOPMENT COST  ______ 1/0 e e

Algor. e e
Flans and Requirement_____ Logic e e e e
Product Design  ______ D/E e e e ————em
Frogramming = ______ Other e e
Integration and Test ______
Computer Time  ______
IMPLEMENTATION COSTS & ______ TOTAL et e e —————
Installatiom  ______ > Nemi-nal Development Time —  ___ __ _ M
Training ______ \Nominal Implementation Time ______ M

Length of Operating Life « _____ _ YR
MAINTENANCE COSTS  ______
Update  ______
Repair  ______
INFUT DATA
¥ I 36 3 9 9 % % %
1 DEVC Development Computer Type (MAXI,MIDI,MINI,MICR). . . ______
2 MODE Software Development Mode (ORGN,SEMI.EMED) . . . . . ______
7 KDSI Thousands of Delivered Source Instructionsi{decimal). ______
4 ADPT Percent KDSI Adapted (integer) . . ¢« « o « =« o « o o  ______
S CPI Conversion Flanning Increment (integer). . . . . « .« ______
& DM Percent Design Modified (integer). . . . . . . . o « ______
7 CM Fercent Code Modified (integer). . . « o« « o o @« @« « ______
8 IM Fercent Integration Regquired for Mod. (integer). . . ______
? COMP Computer hrs/mm of Development (decimal) . . . . . . ______
10 CPLX Module Complexity (decimal). . . « ¢ ¢ & o o o & o o  ______
11 RELY Required Module Reliability (decimal). . . . « « « « ______
12 TIME Execution Time Constraint {(decimal). . . . . . « « « ______
13 STOR Main Storage Constraint (decimal). . . . « « « o o o ______
14 DATA Data Base Size Factor (decimal). . .« « « & & ¢ o o o ______
15 ACT Annual Change Traffic (decimal). « « « o « =« = 2 &« =

Figure 5-3 Computer Program Component Dataset
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Function:

LIFE CYCL

Plans and
Product D
Programmi
Integrati
Computer

Installat
Training

Update
* Repair

INFPUT DAT
222 T TS
DEVC
MODE
KDSI
ADPT
CPI1

DM

cM

M
COomMP
10 CPLX
11 RELY
12 VIRT
13 TURN
14 ACAP
15 MODP
16 TOOL
17 ACT

18 YEAR
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COST SUMMARY ( YR $000)
963469696 36 36 3636 363696 30 96 3 36 96 96 96 96 36 0 36 96 96 9 36 96 36 36

IMPLEMENTATION COSTS
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CPCI

PARAMETER SUMMARY
CrC @TY KEDSI MM

E COST

o —— s ——

DEVELOPMENT COST

Requirement

DEV

esign

ng e
on and Test TOTAL

Time T T o

Nominal Development T
______ Length of Operating L
ien o _____

MAINTENANCE COSIS?

—— —— ———

A

*

Development Computer Type (MAXI,MIDI,MINI,MICR)
Software Development Mode (ORGN,SEMI,EMED) . .

ime

Nominal Implementation Time

ife

Thousands of Delivered Source Instructions{decimal).

Percent KDS1 Adapted (integer) . . . . . . . .
Conversion FPlanning Increment (integer). . . .
Fercent Design Modified (integer). . . . . . .
FPercent Code Modified (integer). . . . . . « &
Percent Integration Required for Mod. (integer)
Computer hrs/mm of Development (decimal) . . .
Module Complexity {decimal). . . « « « « « . =
Required Module Reliability (decimal). . . . .
Virtual Machine Volatility (decimal) . . . . .
Computer Turparound Time (decimal) . . . . . .
Analyst Capability (decimal) . . . « . « « .« .
Use of Modern Frogrammming Fractices (decimal)
Use of Software Tools (decimal). . . . « « « &
Annual Change Traffic (decimal). « . . . . . .
Dollars (then, Nawl. + « « « « « o = s s s « =

-

DD A S P U

Figure 5-4 Computer Program Configuration Item Dataset
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L 5.3 Dataset Inputs
h

- The inputs at each level of the software hierarchy con-
tain both common and unique data. The following common inputs
are required regardless of the software structure level being

estimated:

DEVC -— the e:pected development computer (maxi, midi,
mini, micro)

MODE --— the expected software development mode as defined _
by Boehm f{organic. semidetached, and embedded? —--iu

KDS1 —-— the estimated number of thousands of delivered
source instructions.

4
1 ADF1 -- the estimated percent of KDSI that could be
% adapted from existing programs. -
t..
‘ CFI -~ the estimated planning increment of instructions e
: needed to do the conversion analysis and planning. ﬂf
& DM ~-— the estimated percent of existing programs that . ’t
would be redesigned to perform the required func- ;—.'
F tions and/or missions. R
X . T
{ CM —— the estimated percent of existing code required -~
! to be modified. )
y R
. o
. IM -— the estimated percent of normal integration - ‘.
g required for adapted software integration. SR
- L
a COMP —— the estimated computer run time hours required to R
L: support & person—-month of software development S
Lﬁ activity based on a type of computer and soft- {f:{}
r-'-‘ ware product. ‘-—i

CPLX -— the estimated relative effort multiplier based on R
complexity of the software program to be devel- BIRIRIR
oped for the number of delivered source instruc- R

WVCVVRT

tions. e

— e

‘ RELY —- the estimated relative effort of software develop- - 2
ment required for software reliability for a N ;ﬁﬁ

given number of delivered source instructions. R

ACT -- the estimated annual percent of effort required .

for software program sowce instruction change
through additions or modifications. T
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o At the module, but not the CPC and CFCI levels, the fol- e
.~ "
lowing information is input: "
~9

PCAP —— the estimated relative software production based
on programmer capability.

VEXP —— the estimated relative software production based A
on programmer virtual machine experience. -rrg

LEXP —-— the estimated relative software production based a;}
on the level of programming language experience R,

of the project team developing the software module. NS
. -
AEXF -— the estimated relative software production based L
on programmer experience with the software appli- :%

cation. :

INST —~— the estimated percent of development effort J
required for software program installation and o]
checkout. |

TRAIN - the estimated percent of development effort
required for software operator and maintenance

support training. ~

At the CFC but not the CFCI or module levels, the following

unique information is input:

TIME ~- the ecstimated added effort required for a given
number of instructions based on expected available
execution time.

STOR ~—- the estimated added effort required for a given
number of instructions based on program expected
main storage usage.

DATA ~— the estimated relative effort for the development
of the size of the data base reqguired.

At the CFCI but not the CFC or module levels, the following _,!

unique information is input:

.

VIRT -- the estimated virtual machine volatility impact
on the effort required to develop a given number
of delivered source instructions.

-
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TURN -- the estimated computer tuwrn-around time for
program decks effect on the effort required to
develop a given number of delivered source in-
structions.

ACAP —-— the estimated impact of the software analysts
capability on the effort required to develop =a
given number cf delivered source instructions.

MODP —— the estimated impact of the amount of modern
programming methods applied to the development on
the effort required to develop a given number of
delivered source instructions.

TOOL —— the estimated impact of the presupposed software
tools that will be used on the effort reqguired to
develop & given number of delivered source in-
structions.

The pirograms that generate the datasets reports will be
capable of running independently or additively, i.e., a run
can be made at the CPCI level by inputting the CFPCI level
model, at the CFC level by inputting the CFC level model, or
at the module level by inputting the module level model§ or a
run could be made of CPCs built from groups of modules, and
CFCIs +from groups of CFCs. At each level of the software
breakdown Help screens have been developed to aid inputting,
and at each level default data will be developed for all
inputs. Default data will be contained in libraries of mod-
ules, CPCs, and CFCI life cycle cost data sets.

5.4 Cost Estimating Equations

The equations to be used to calculate estimates of life

cycle cost are the equations of the COCOMO model with

modifications to be compatible with the three-tiered software

structure and an interactive computer program:

s LR . . IR s s . - . oW e e T
YA R . ot R . S PRI
oW e P - L

3 i . - “ P e - “ . .
S\ ry - . . - M - ~ 0 . - 0 N

Qﬂ? SIS e T e e e

. A S e e .,
I L . NP T Y O P WU WP O G WKW NI W W gy ey e Wy

|
|




e A e
vl e
i elw -

[3

——
.
[

vy

Fl
s MM = [(KEDSD) ({FRAC )1/(KEDSI)/(MM ) 1[EAF]
- - NOM, F P NOM
3
: COMPUTER TIME = (MM ) (CHR/MM )
E. DEV DEV
o
o 58
o
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THOUSANDS EQUIVALENT DELIVERED SOURCE INSTRUCTIONS (KEDSI)

MODULE KEDSI = C[{ADFI/100) (KDSI)IL1.0 + (0.40(DM) + .30 (CM)
+ 0.TO(IM) + CPI) /1003
CPC KEDSI = KEDSI
MODULES
CFCI KEDSI = KEDSI
CFC
PERSON MONTHS (MM)
1.05
DRGANIC MM = 3.2(KEDSI)
NOM
1.12
SEMIDETACHED MM = T.0(KEDSI
NOM
1.20
EMEBEDDED MM = Z2.8(KEDSI)
NOM
MM = [MM  1LEAF]
DEV NOM

DEVELOFMENT EFFORT ADJUSTMENT FACTOR (EAF)

MODULE EAF = L[AFCAF) (VEXF) (LEXF) (CFLX) (RELY) (AEXF) 1
CFC EAF = [(TIME) (STOR) (DATA) ]
CFCI EAF =  [(VIRT) (TURM) (ACAF) (MODF) (TOOL) 1

FHASE DISTRIBUTION OF DEVELOFMENT EFFORT (FRAC )
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IMFLEMENTATION

INSTALLATION = (INST) (MM ) T
DEV o
TRAINING = (TRAIN) (MM ) T
DEV :._._;ﬂ
ANNUAL MAINTENANCE FERSON-MONTH (MM ) e
AM SR
MM = (ACT) (MM ) (EAF ) "
AM NOM M ]
MAINTENANCE EFFORT ADJUSTMENT FACTOR (EAF ) : .ﬁ
M —
EAF = [(FCAF ) (VEXF ) (LEXP ) (CFLX ) (RELY ) (REXF )1 L
u M M M M M M .
o
MAINTENANCE ACTIVITY APFORTIONMENTS
REFAIRS = 45.3/100(MM )
AM e
UFDATES = 54.7/100(MM )
AM
NDMINAL DEVELOFMENT TIME (TD) -
0.38 )
ORGANIC TD = 2.5(MM ) .
DEV °
Q.35 - =
SEMIDETACHED TD = Z2.S(MM )
DEV
0,32
EMBEDDED TD = 2.5(MM ) |
DEV .
o
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Help Screens
The following HELP
tive inputting:

1) MODE

This screen will provide help in determining the expected -

software

follows:
~

bR Mt I o S 4
ST e ey

devel opment mode.

IMPLEMENTATION TIME (TI)

SV Ty

1.05 L
I.2(MM ) —_—
DEV R
1.12 ‘ j
3.0(MM ) . )
DEV - 1
1.20 s
2.8(MM ) -'”“&
DEV B
screens will be developed for interac-— - R

It will appear on the screen

Tightly Structured

Coamand and Control

(’—>HODE = Software Developaent Node. )
MODE CHARACTERISTICS EXANPLES INPUT
ORGANIC Less than S0KDSI Scientific Models CORGN

Minisal Innovation  Business Models
Loosely Structured  Familiar 0S/Compilers
SENIDETACHED Less than 300KDSI Training Siaulators SENI
Woderate Innavation Transaction Processors
Hoderately Structured New 0S/0BMS
ENBEDDED All sizes Cosplex Simulators ENBD
Innovative Real Tiae Processors

2) CPI
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This screen will provide help in determining the Conver-— -]
sion Planning Increment to cover the added costs of feasibil- i
ity analysis and planning of existing software for a new __“ _;i
application not included in adaptation estimates. It will ;

appear as follows: ]

—
f CPl = Conversion Planning Incresent ) —.‘
LEVEL OF CONVERSION ANALYSIS AND PLANNING INPUT . ;
None 0 _'  .:J
Sisple schedule, acceptance plan 1

Detailed schedule, test, acceptance plans 2 N
Basic analysis of inventory of code, data 3 . 0,1
Detailed inventory plus basic docusentation 4 . ]

\_ Detailed inventory plus detailed docusentation ] )
3) DM __ o

This screen will provide help in determining the percent

of the adapted software’s design which will be modified in ]
“
PR
order to adapt it to the new objectives and environment. It - 01
will appear as follows: }
(Dﬂ = Percent Design Modified ) - ’.J'
LEVEL OF ADAPTED DESIGN MODIFICATION INPUT _' 1
~.-]
None 0 -
Change to accossodate different doctrine : ] .‘
- -1
Change to accossodate overlay structure 10 :
Change to averlay structure, analogs, logic 15
&Dxﬂerent tormats, protocols, equipment 50 / .
4) CM ‘
61 R




This screen will provide help in determining the percent-
age of adapted software’s code which will be modified in order
to adapt it to new objectives and environment. It will appear

as follows:

(fritﬂ = Percent Code Modified <‘\
LEVEL OF ADAPTED CODE NODIFICATION INPUT
None 0
Slight compiler differences & operating systes interfaces 135
Change of word size 30

K\‘Different forsats, protocol, equipaent &0 <‘/)

S) IM

This screen will provide help in determining the percent-
age of effort required to integrate adapted software into an
overall product, as compared to the normal amount of integra-
tion effort for software of comparable size. It will appear

as follows:

{IN = Percent Integration for Modification “\\
LEVEL OF ADAPTED CODE INTEGRATION INPUT
> None 0
4
E . Ninor Code Changes 3
i PY Overlay/Mord Size Changes 10
f
[ Test Data Inteqration 23
@
{ Different Forsats and Displays 80
: \ ),
]
f
1 &) COMP
-
‘~
® 62
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This screen will provide help in determining an estimate
of computer rumn time hours required to support a man—-month of

software development activity. It will appear as follows:

f/r>COHP = Cosputer Hours/Developaent Nan-Nonth . ‘\\
,
F PROJECT CHARACTERISTIC INPUT
Spall-aedium timeshare application, Maxi 0.2
}
”
Small-medius timeshare application, Midi 0.6
‘ Seal]l-medium tiseshare application, Mini 1.5
| Large-very large or batch application, Maxi 3.0
i
i Real-time hardware-software product, Maxi 3.0
§
£ Real-tise hardware-software product, Midi 6.0 !%
M s
2 Real-time hardware-software product, Mini 9.0 '
i. Real-tise hardware-software product, Nicro 18.0 d
O °
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2
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Y
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7) CPLX

< This screen will provide help in determining an effort
multiplier based on complexity of the software program to be

devel oped. It will appear as follows:

r”>CPLX = Cosplexity
TYPE OF MODULE INPUT
Straightline code; Simple read, write statesents; Simple arrays .70

Straight forward nesting; Moderate level expressions; 83
Single file subsetting

Sisple nesting, intersadule control; Standard sath operations; 1.00
Error processing, sisple edits

Highly nested operators with cospound predicates, nuserical {.15 -~ ' ;
analysis; Special purpose subroutines, cosplex data restructuring _l!
Recursive coding, fixed-priority interrupt; Diagnesis, 1.30 e

servicing, sasking; paraseter-driven files . -

Multiple scheduling, dynamically pricrities, microcade-ievel 1.6 “;__;}
control; Device timing-dependent coding; Highly coupled structures . ——
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8) RELY

This screen will provide help in determining the relative

effort of software development required for software reliabil-

ity for a given number of delivered source instructions. It

will appear as follows:

9) PCAP

This

mated

capability.

Inconvenience of fix

Easily-recoverable loss
to users,

Moderate loss; Recaver
with penalty

Loss of human life.

relative

o

EFFECT OF SOFTWARE FAILURE

(" RELY = Software Reliability

EXAMPLE

Deaonstration prototype;
Feasibility-phase sisulation

Planning sodel or
forecasting sodel.

Manageaent inforsation or
inventory contrel systeas

Major loss or inconvenience Accounting systeas & power

distribution systess

Military cossand and control
systeas

INPUT

0.73

.88

1.00

1.15

1.40

screen will provide help in determining

software

production based

It will appear as follows:

the esti-

programmer

Very Low
Low
Noainal

High

ucry High

(’—VPCAP = Prograsaser Capability (Team)

RELATIVE EFFICIENCY AND THOROUGHNESS

131

351

bh) 4

751

s0z

~

INPUT
1.42
.1
1.00

.86
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10) VEXP
This screen will provide help in determining the esti-
mated relative software production based on project team’s

virtual machine experience. It will appear as follows:

(">VEXP = Virtual Machine Experience )
AVERAGE EXPERIENCE INPUT
< 1 Nonth 1.21
4 Nonths 1.10
1 Year £.00
> 3 Years .10

\_ J

11) LEXP

This screen will provide help in determining the® esti-
mated relative software production based on the level of
programming language experience of the project team developing

the software module. It will appear as follows:

("VLEXP = Prograssing Language Experience ‘\w
AVERAGE EXPERIENCE INPUT
¢ 1 Month .14
4 Nonths 1.07
§ Year 1.00
)} 3 Years . 95

\_ J
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12) AEXP

This screen will provide help in determining the level of
applications experience of the project team developing the

proposed software. It will appear as follows:

(’VAEXP = fpplications experience )
AVERAGE EXPERIENCE INPUT
< 4 Nonths 1.29
{ Year 1.13
3 Years 1.00
& Years )

» 12 Years .82 -
. _/
S

13) INST
This screen will provide help in determining the

estimated percent of development effort required for software

program installation. It will appear on the screen as
follows: |
/”>INST = Installation Effort ‘\\
- TYPE SOFTNARE INPUT
:' Application progras on existing general purpose cosputer 2
E~ Application progras on different general-purpose coaputer .8
| Process control program on new computer 3
Husan-sachine systes 13

,,,,,,




14) TRAIN

This screen will provide hélp in determining the esti-

mated percent of develpment effort required for newly install-

ed software programs. It will appear on the screen as follows:

h [ TRAIN = Training Effort X

& TYPE SOFTHARE INPUT

= Application prograa on existing general-purpose cosputer H

;I _ Application program on different general-purpose cosputer 3
Process control progras on new cosputer 4
Human-machine systea [

\ ).

15) ACT
~
This screen will provide help in determining the fraction
of source instructions which undergo change during a typical
year either through additione or modifications. It will ap-

pear as follows:

f ACT = Annual Change Tratfic \
TYPE OF SOFTWARE INPUT
Non real-tise input/output .01
Mathesatical and logical operations .03
File, data base sanipulation, real-tine control .08
Cospiex process control systes .20
Real-tine coasand and control .40

\ J

\.
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.- 16) TIME

;l This screen will provide help in determining the added

effort required for a given number of instructions based on

execution time required. It will appear as follows:

(’—>}IHE = Execution Tise Required 4“\\
REQUIRED TINE _ INPUT
¢ 501 1.00
701 111
851 1.30 o
952 .66 S
\ i, R "
S
17) STOR E
This screen will proville help in determining the esti- fﬁ;;?
mated added effort required for a given number of instructions L:
based on main storage usage. It will appear as follows: N ~j
- t‘ -4
/;TOR = Main Storage Required ) .1
o]
REQUIRED NENORY INPUT .; J
Nosinal ¢ 50 1.00 J
High 701 1.06 .‘
Very High 85I 1.2t
Extra High 951 1.56 h;
N~ / .
-

&9

t
!

B I .
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18) DATA

This screen will help in defermining the increased effort
for development of the data base required to support the

proposed program. It will appear as follows:

/’—ﬁnra = Data Base Size Factor ‘\\
REQUIREMENT INPUT
Easy data base developaent 94
Nosinal data base developsent 1.00
Complex data base develpaent 1.08
Difficult data base developaent 1.16

\- ST

19) VIRT

This screen wilf provide hélp in determining an estimate
of the effect of virtual machine volatility impact on the
effort required to develop a given number of delivered source

instructions. It will appear as follows:

(’VQIRT = Yirtual Machine Volitility 4‘\\
NAJOR CHANGE RINOR CHANGE INPUT
12 Months [ Month .87
& Manths 2 Weeks 1.00
o 2 Months I Neek 1.15
- 2 Weeks 2 Days 1.30
»
® 70
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20) TURN
This screen will provide help in determining the impact
on development effort of estimated turn-around time for pro-

gram decks. It will appear as follows:

(’—>TURN = Computer Turnaround Tise _‘\\
RESPONSE TINE INPUT
Interactive .87
4 br 1,00
§ to 12 hr 1.07
Y12 he .15 ‘

N | J -

21) ACAP

This sEFeen will provide help in determining the esti-
mated impact of the software analysts capability on the effart
required tco develop a given number of delivered source

instructions. It will appear as follows:

(’VACAP = fAnalyst Capability )
RELATIVE EFFICIENCY & THOROUGHNESS INPUT
Very Low 151 1.46
Low h£)4 1.19
Noainal bE1 1.00
High 75T .86
Very High 901 J1
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22) MODP
This screen will provide help in determining the esti-—
mated impact of modern programming practices on software de-

velopment effort. It will appear as follows:

(/'>HODP = Nodern Programsing Practices ‘\\
AVERAGE EXPERIENCE INPUT
No use 1.24
Beginning, experisental use 1.10
Reasonably experience ip use of sose 1.00
Reaonably experienced in use of sost .9
Routine use of all .82

\- _J

~
23) TooL

This screen will provide help in determining the esti-
mated impact of software tools to be used on the development.

It will appear as follows:

r/'fTOOL = Software Tools ‘\\
TYPE SUPPORT INPUT
Basis sicroprocessor tools .24
Basic sini tools 1.10
Strong sini, Basic maxi tools 1.00
Strong maxi, Stoneman MAPSE tools )
Advanced maxi, Stonesan APSE tools .83
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6. INTERACTIVE COMPUTER FROGRAM
6.1 Structure

An  interactive computer program will be structured to
allow rapid extension and modification of CII software break-
downs to three levels of detail, CFCI, CFC, and module level.
See figure 6-1. The structure will provide fast reaction
cost estimates for software designs. The user will be aided
throughout the entire execution of the estimate by "HELF"
screens which detail data input definitions, the availability
of default and historical data bases from which information
can be extracted, and the verification that data entered lies
within pre-defined constraints.

The programs will be written in a higher order 1anguage
applicable to either a personal or time-sharing computer al-
lowing for portability across a whole line of computers. The
design will be modular in style for ease in maintainability.

Six groups of programs should be developed:

o Executive programs

o Library modules

o C3II Breakdown structures

o Cost Element Estimating modules
o "HELP" Screen Generation modules
o Report Generators

The executive program wll be the driver which sequences
all the modules intc the flow required to provide the data for

the generation of specific output reports.
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PN 3

GENERIC S/W | WODULES
DESIGN - CPCs
DEFAULT - (PCls
4,/”//}1 DATA FILES
USER INPUTS EXECUTIVE HISTORICAL - MODULES
INTERACTIVE | PROGRANS [ DATA - CPCs
DIALOGUE FILES - CPCls
‘\\\\\\ ENVIRONMENT |- SCHEDULE
DATA - LABOR RATES
[ HELP FILE - COMPUTER RATES
SCREENS :
COMNON
LIBRARY
PROGRANS MODULE LEVEL S/W

 ———}

LEC SUMMARY

4

CPC LEVEL S/
LCC SUMNMARY -~

CPCI LEVEL S/W
LCC SUMMARY

Figure 6—-1. Estimating System Model Structure

The library modules will contain all the routines which
are common to the three levels of C3I software breakdowns.

The C3I software breakdown structures will be available
from a set of historical default data bases. Judgements for a
given input will be made from review of this data, i.e.. from
The user will be able to take advan-

past size association.

tage of the existing structures, make minor modifications, or

create an entirely new breakdown or data set.

The cost element estimating modules will be mutually
exclusi1ve programs which develop the cost estimates for each
level, i.e., given the inputs, the respective estimation equa-

tione will be computed and the desired reports generated.
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Although these programs will be mutually exclusive, the user

will have the capability to initially request the execution of

a lower level program, e.g.. module estimate, and subsequent-
ly request the next level. As the inputs change from the

lower levels, the cost summaries will be correlated to change

¢

NP, e

at each level of system structure.

"

The "HELF"” Screen generation modules will be interactive

‘
‘

aids displayed to assist in input defintions and data re-
quirements. Each input parameter will have its unique dis-—
play.

The report generators will be a series of modules which

output data to any level of detail requested by the user. v :9
6.2 Logic 7 _'w
The model will compute and summarize software costs over 7

the 1life cycle of a module, computer program component, or - ’
computer program configuration item. A default generic data :-ji;
set will be established for each level based on historical »E;i:
data. This will allow the user tc establish a unigque breakdown r--‘%
for each phase required and to generate a tailored structure.

Once the data set has been created, it can be modified at any i
time during execution of the model. Given a data set, the -??
cost estimating modules can be executed to generate output

which display the cost estimates in & wide variety of reports l J}
ranging from top level LCC summary teo lower detail. Figure &6-2 ’f»;’
depicts  the model flow logic. Al inputs are prefaced with >3
uweer friendly prompts and validated to be within certain . ji
predefined constraints. Help screens are available at all !

4
/
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levels to assist the user. -
EXECUTIVE | ———————— USER SELECTION | HELP SCREEN o
OF NODEL L
ENVIRONMENTAL
READ [N SELECTED

DATA BASES ’ o
L INY CPC o
— .':.').'

INITIALIE DEFAULTS NODULE

| T 3

, SELECT LEVEL OF EXECUTION ]

AN

DATA aass'_ MODULE| | CPC # ceel k_‘REPORT L . ‘
, EXIT (

UPTATE LEVEL | |LEVEL| | LEVEL GENERATOR

A 4 [
J -, Iy W, /.,}\_

"HELP* SCREENS | USER SELECTION || ourpur o
' OF REPORTS REPORTS a
j *’f { (

HELP SCREEN :

RESTORE
UPDATED BASES
ON DISK
EXIT B
‘. Figure 6-2. Model Logic
E (
[
t: 6-3. Functions
b
*. Figure 6-3 presents a generalized computer module break-
P ~ (
. down. Several modules may be represented by a single block in s
76
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the figure. The function of each module in the program is

summarized as follows:

REQUIRED PROGRANS |

LA Al St S R T AR SR

DATR BASE CREATE/ COST ESTIMATE ’ SUPPORT
UPDATE COMPONENT COMPONENT COMPONENT
e

F(FILE RETREIVAL ’

l

F |SELECTION RTN

[ ineur wan
WITH USER
FRIENDLY DIALOBUE

DATA VALIDATION |

1wmmpmmwm }

-|OUTPUT RTN TO
LIST CONTENTS OF BASE

-|F1LE sTORAGE RTN |

L INPUT RIN FOR ’
COMMON DISK

|

T

INPUT RTNS FOR
JPECUL!AR DATA

CER RTNS FOR
EACH LEVEL

l

SUMMARY & TIERING
OF €OSTS

—|repoRT seneRaTORS |

HELP SCREEN MENT

| FILE RETRIEVAL
HENT

FILE STORAGE
HGNT

e ————————— §

FILE LIST
RTR

—{HELP SCREENS |

Figure 6-3.

Module Brealkdown

a) Executive
- 1nitialize default data
~ read all common data files from disk
- determine which function to perform user requeat:
0 create/update data set for a particuliar
task
O generate reports. given an exi1sting data set
c create/update/list

libraries of default,

historical and environmental data
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b)

c)

€ )

- determine which level {(mogdule, CFC, CPCI) is to
be executed (user reqguest)
- bring model into execution
-  wpon termination of execution, replace data files
orn disk, etc.
Environment Data Set
- create/update/list contents of library file
- interactive dialogue and input data validation
- display "HELF" screen for user assistance
- restore created/updated file to disk
- display menu of bases available
- retrieve user selected data base from disk
- update/edit base via interactive dialogue and
validated data inputs,
- display "HELF" screens upon user request

- replace new/updated data set/base on disk

- develop & single screen for each input
- upon user reqgquest, display data defaults of
current input item
- upon user reguest, erase help screen from display
Cost Estimation
- read in selected data bacze file
- read in environmental data file

- make adjustments to data in order to normalize to

one base
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- calculate cost estimating equations
-~ c¢all report generator to generate output reports
- summarize outputs to next level of software
hierarchy
- save all necessary files on disk
f) Report Generator
- request report selection {(user request)
- generate reports
6.4 Application

The interactive computer program will consist of compu-—
terized models and stored libraries of datasets. The ptrograms
to be developed are the following: a main calling program, an
environment data set program, a CFCI data set program, a CrC
data set program, and a module data set program. The dataset
programs will contain the COCOMO equations.

The main calling program will be a simple routine that
allows the user to leoad the four models which make up the
overall software cost estimating model.

The environment data set program program will allow the
user to create a library of data files which summarize the
schedule and cost factors which affect the ecstimated life
cycle cost of the CPCIs, CFTs, and modules. A large number of
individual environment data sets can be developed and stored.
Any one of these data sets can be "marked" for use by the
CrPCI, CFC, and module programs for a particular cost estimate.

The CFCI data set program allows the user to create a
library of CFCI designs and store the life cycle cost of each.

Any one of those data sets can be "marhked". Each design
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consists of a set of CFCl-level parameters and vectors which {1;f
contain the number of appearances in the CFCI of each marked ;;%:
CFC in the CFC librarvy. Any number of individual CFCI data - ’f
t sets can be stored.
hi The CPC data cset program allows the user to create a ;'1l

'i library of computer program component designs and store the :“;u;

j? life cycle cost of each. The cost results are stored ir f"i
:'d output data files which are read by the CFCI model. Each —.IJ
} design concists of a set of CFC-level parameters and a vector o
( which contains the number of appearances in this CFC of each j

;
;. marked module in the module library. ;

The module data set program allows the user to create a
library of mcdule designs, each consisting of a set of func-

tional module parameters, and store the life cycle cost of

0

N
(.

r g
¥

+

each alternative. Cost results are stored for each module in

a3

L
D \ ALY
st
. P e
“ e 0

. MR

output data files which are +read by the CFC model.

’

Figure 5—-4 summarizes the relationships that exist
betweerr the models and datasets that make up the software cost

estimating system.
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Figure 6-—-4.

INPUTS

ENVIRONMENT

DATA SET
PROGRAN

ceCl
DESIGN/COST
MODEL

ceC
DESIGN/COST
NODEL

NODULE
DESIBN/COST
HODEL

7. SIZING LIBRARIES

QUTPUTS

QUTPUTS

Models/Datasets Interrelations

Stored libraries of software cost datasets will be devel-

oped to aid in the estimation of the requured number of

de-

livered source instructions and other COCOMO model parameters.

The software

wor

breakdown structure of

CPCs,

modules will be developed through functional analysis.
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this analysis, and a parameter summary and associated life
cycle costs from stored similar datasets, judgments can be
made on the reqguired inputs for a new design.

AN example of the functional analysis required to build a
baseline design is illustrated in figures 7-1, and 7-2 and
table 7-1 for a portion of a generic Air Defense system’s
computer program requirements . Figure 7-1 shows the overall
generic work breakdown structure and associated software
breakdown. The required computer programs to control the
system are those that control the acquisition and tracking of
targets, make engagement determinations, and guide the inter-
ceptor to target. Eight CFPCls are identified:

1) Search

2) Track

3 Guidance

4) Engagement Determination
3) Communication

&) Display
7} System Utilities

a8) System Control
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" ‘ S )
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LEVEL 4 fCPCI CPCI cPel ’ CPCI CPCI CPCl LCPCI | CPC!
‘SEARCH TRACK GUIDANCE I ENGAGENENT | [COMMUNICATION | | DISPLAY ITILITIES [ |SYSTEN CONTROL
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;—‘ Figure 7-1, Software Breakdown Structure for an Air Defense System
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Table 7-1 shows the functions performed by the SEARCH

CPCI.

Table 7-1. Search Modules

Size  Type CPC
Search Beam Alars Response 3615 3 2

Beas Interference and Detection Interpreter 2492 314 3

Multiple Target Correlation Filter 1050 3 4
Frequency Selection 4 4 4
Search Roster Managesent 138 4 {
Target Range Acquisition 119 3/4 S
Angle Filter 509 345 -
Tarqget Validation 442 3/4 4
Beas Record Angle Generatar 2078 3 4/5
Alternate Search File Processing 1401 /4 i

The grouping of these functions into computer programming
control packages is shown in figure 7-2. The first function
is '"search beam alarm response'. This function is estimated
taoa require a module of 3615 delivered source instructions.
The module is a generic type 3, or Algorithmic, and it is

logically grouped into the worlk package for CFC 2. "Alarm

Detection”. The same approach is taken for all the functions

to be performed by the CF(CI.
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Figure 7-2. Allocation of the Search Modules into CPCs

In some cases the module of Code to be developed fits

more than one generic Category. For instance, the second

module "Beam Interference and Detection Interpreter” is cate-

gorized as both an algorithmic module and a logic control

module. In other cases. one generic module is used in mare

that one CFC. For instance, the "Angle Filter" module is used

in both the Target Validation CFC and the Target Acquisition

CrC. Figure 7-3 through 7-9 show the remaining CPCI alloca-

tione to CFCs, and tables 7-2 through 7-8 show the remaining

module sizing, typing, and CFC assignments.

The development of CPCIs 1is

libraries of generic C3I
possible. What is required is a functional analysis and model

calibration of existing systems.
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Table 7-2 Track Modules ’

Y

Size  Type (PC \ o]
Target Update 326 3 1 T |

Range Filter Smoothing 434 3 M i

Target Measuresent Updating 66 3 3 R

Track Initiation 314 4 2 e ]

Track Dispatcher 1543 4 112 .
Track Return 588 12 - ;‘

Forsation Discriaination 1735 3/4 5 T

Target Initialization 3B 4 t y

Range Angle Update 129 3 3 K

Request New Radar Action 473 3/4 3 !

Range Acquisition Separation 3120 314 3 :

Separation Algarithes 525 3 5 ) -
No Target Alara Processing 980 3/4 4 .i*
Trianguiation Assist Request 17 4 2/4 . ]

Target Comsunication Request 1005 4 1/2AS _ %

Drop Track 147 4 3

Scale Factor ¢ Radar Rarge Cell Weighting 185 3 3 ]

Target No. Alara Processing 2101 3/4 4 - B °
Target Separation 2361 3/4 3 ik

LEVEL 4 CPCI
TRACK

N
N

LEVEL 3 cPe ! CPC 2 cPC 3 CPC 4 CPC 5 R
TARGET TARGET ANGLE & RANGE TARGET FORMATIONS, MERGES = —.J

TRACK VERIFY DETERMINATION TRANSITIONS SEPARATIONS —

DROP TRACK L
' )
v 3
‘ .'—_]
O
S
:
Figure 7-3. Allocation of the Track Computer Program ? ®;
Requirement into CPCs R
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Table 7-3. Guidance Modules

Size  Type CPC
Calibration Response Processor 947 3/4 4
coT Downlink Processor 1829 e 314
- Fuze Algoritha 200 34 5
" Missile Acquisition Radar Message Filter 363 3 2
ﬁ Buidance and Control 1859 4 34
30 Missile vs. Target Filters 3154 3 4
'L Buidance Loop Error 228 3 4
> Buidance Initialization 282 34 2
; , Seeker Coamand Routine 234 4 4
S Missile Link Antenna Selection 495 4 12
z Nidcourse Guidance Phase 1 35 34 3
Midcourse Guidance Phase 2 219 34 3
Nidcourse Coaputations 98 3 34
Boresight Nulling Processor 68 3 4
] Prelaunch and Imitial Turn Calibration 2307 3 i
[ Terminal Guidance Phase 2 438 3/4 4
‘ Tersinal Guidance Phase 3 211 3/4 4
¢ Transforsation Matrix Algoritha 412 3 3/4
Lh Track Response Pracessor 3130 314 4
. Terainal Guidance Phase | 1549 374 4
; Nissile Message Formatter 823 4 2
) Auto Pilot 400 3 3/4
;] Gisbal Liaiting Algorithe 82 LI AT
. 22,000
4
- LEVEL 4 CPCI
t GUIDANCE
[
3
[ LEVEL § 2] CPC 2 cee 3 CPC 4 CPC S
:; PRELAUNCH & MISSILE M1DCOURSE TERMINAL ENGAGEMENT
INITIAL TURN ACQUISITION GUIDANCE GUIDANCE TERMINATION

B ogn o O P e G en

Figure 7-4.

Requirement into CPCs
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Table 7-4. Engagement Determination Modules R

Size Type CPC FN

First Target Evaluator 48 4 3 .. -@

Enqagesent Initiation 150 4 4 o

Launch Now Intercept Point Calculation 387 3 3 3

Tise Till First Launch Calculation 356 3 3

Target Threat Calculation 425 3 1 -

Target Position Update 132 3 3 o

: Target 1D/Engagesent Evaluation 2970 123 —. @

o Target/Voluse Correlatioen 322 3 { |
a8 IFF Cosmand and Test Action Schedule B4 4 2 -
- IFF Response Processor 8719 42 T
;; : IFF Update and Time of Day Correlation 353 3/4 2 j

Engagesent Queue Management !

[ﬂ Add Target to Queue 309 3 3 o
! Delete Target from Queue 90 4 3 ;

' Start Queue Entry 15 A 3 ]

Aueue Keyword Forsation 83 4 3

y Return Queue Entry 47 4 3
O Update/Establish Queve 632 4 3 N 4

o Weapon Assignaent 1887 3/4 4 ..4
3 Engageaent Tersination 515 I 4 e
o Kill Assessaent 82 34 A ]
}, . Hold Fire Cossand/Receipt 133 4 i

' Cease Fire Coasand/Receipt 112 4 4 » S

{ Identity Change Manager 595 4 2 ]

A Target Status 9 4 2 @
Guidance Tise Slot Determination 317 3/4 ] '

o Process for Engagesent 172 4 3

J
[e] e
_t LEVEL 4 ¢PCI s
3 ENGAGEMENT e
g DETERMINATION w

® ‘ e
- . @
b: - - - . -4
C l [ ]
‘ LEVEL § £Pe | CPC 2 CPe 3 CPC 4 .

o PASSIVE ACTIVE ENGAGEMENT ENRAGEMENT °®
' IDENTITY 1DENTITY SELECTION CUNTROL T3
? .
b h
| ® Figure 7-5. Allocation of the Engagement Determination i
Computer Program Requirement into CPCs .1
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Table 7-5. Communications Modules

Size Type CPC

Qutput Message Generator 4551 2/3/4 {
Input Message Processor 5660  2/3/4 2
Hessage Reguest Bueuing 461 2/4 ! . .
Source Code State Filter 70 3 2 .
UHF Antenna Aziauth Set-Up 152 4 3 e
i Radio Unit Initialization + Status 756 2 3 '5
([ Static Data Buffer Transfer 1144 23 11
{
‘ : .
¢
3 g
- _
y o
"
- LEVEL 4 cee1 e
# CONNUNICATIONS cT
p‘ — —J—— T T e
- CPC 1 CPLC 2 CPC 3 L
}. NESSAGE HESSAGE EQUIPMENT o
f' INITIATION RECEIPT INTERFACE L
4 ‘ _ ..!
3
h
3 Figure 7-6. Allocation of the Communications Computer
‘ Program Requirement into CPCs o ®
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Table 7-6. Display Modules

Size Type

Target A-Scope Presentation 890 3
Display Target Syabol 233 4
Keyboard Input Processor 740 2/4
Keyboard Input Validator 514 4
Operator Target Selection 210 2/4
Situation Display Processor

Static Refresh 518 4

Geographic Refresh 1097 4

Volatile Refresh 1683 314

Nodifier Refresh 542 4

Target Window Cropping 316 3
Tabular Display Processor

Tabular Skeleton Refresh 2162 ]

Tabular Input Processor 1844 2/4

Tabular Cursor Control 1833
Display Swithch Handler 4125 214
Operator Alert Processing 650 4
Operator Alert Acknowledgement 461 2

LEVEL 4 £ecl
DISPLAY
!
LEVEL S £eC 1 CPC 2 cee 3 CPC 4
SITUATION KEYBOARD TABULAR SWITCH
INPUTY INPUT/BUTPUT HANDLER

Figure 7-7. Allocation of the Display Computer
Requirement into CPCs
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Figure 7-8.

Allocation of the System Control Computer
Program Requirement into CPCs

Type
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Table 7-7. System Control Modules
Size
Thread Contrel Data Base 200
Execative Task Managesent 11203
Real Time Initialization 1618
Suspend Real Time 190
Hode Control
Equipsent Mode Control Processor 92
Fire Section Mode Control 3038
Radar Overload Processor 238
Invalid Radar Response Processor 178
Systea Monitor
Radar Operational Assesssent 81e
High Priority Radar State Formatter 123
High Priority Radar State Scheduler 130
High Priority Radar State Response Processor 1525
Routine Radar State Forsatter 201
Routine Radar State Scheduler 319
Tersinal Guidance Assessaent 3332
Launcher Group Assessaent 198
Communication Path Assesssent 776
Radar Resource Evaluation 188
Cosputer Equipment and Peripheral Monitor m
Najor Abort Processor » M7
Launcher /Radar Routine
Reorient Radar Routine 166
Reorient Launcher Routine 312
Launcher Esplacesent 427
Radar Esplacesent 210
Reorient Geographic Data 657
Clutter Map Update 3026
Terrain Masking 189
Radar Action Message Scheduler 1949
Radar Resource Saturation Alleviation 510
CPel
SYSTEM CONTROL
ceec 1 cPC 2 cre 3 crC 4
TASK NODE SYSTEN LOCATION/
HANAGENENT CONTROL MONITOR ORIENTATION
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Table 7-8. Utility Routines SEN

Size Type CPC 4
Extended Floating Point Tise Generator 35 3 2 vl
Trigonosetric Procedures 1160 3 t TN
ASIN, ATAN, COS, SIN, TAM, LOG, EXP T
Matrix Multiplier ] 3 2 A
Teletype Inpst/Output 386 2 3 Nt
Tactical Tape Read ¢+ Write 403 2 3 o
Hard Copy Print 186 2 3 |
Latitude/Longitude to UTH Transforsation 36 3 2 R
- i ]
.«
RS
.:'::;'_t]
:
LEVEL 4 cprcl
UTILITY ROUTINES
LEVEL (o cpe 2 cPec 3
| TRIGONONETRIC BATH INPUT/QUTPUT
- ROUTINES ROUTINES HANDLERS

b
[

¢ e
PPN

e

4
.

T
rd

Figure 7-9. Allocation of the Utility Computer Program
Requirement into CPCs
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delected acquisition programs in support of Command, Control
Communications and Intelligence (C31) activities. Technical

and engineening support within areas of technical competence

:l 4s provided to ESD Program Offices (P0s) and other ESD

\ elements. The principal technical mission areas are

- communications, electromagnetic guidance and control, sun-

Y velllance of ground and aerospace objects, &natuugme data

i collection and handling, information dysiem technology,

. ALonospheric propagation, solid state sedences, microwave

physics and electronic neliability, maintainability and
compatibility.
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